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Abstract-=The complexity of inte: arated- uruul chips producul today
nkes iv feasible (o build inexpensive, special- purpose subsystermss it
rapidly solve sophisticuted proitems on behalf o & gendral-purpese host
computer. ‘This paper conteibules o the (1Ltwn methadology ef elficient
VLSI aigorithms. We preseat a transformation that converts synchro-
nous systemis into more time-efficient, sysrofic impleinentations by
remoying combinational rippling. ) )

The prohtem of determining the optimized system can be reduced to
the graph-thearctic single-destination-shortest-paths problem; More
imporgantly frem an engineering standpoint, however, the kinds of
rippling that ean be removed from a cirenit at essentially no cost can be
easily clracacterized. For cxample, if the only globu) communication in a
system is brorrdﬂlrstiﬂg‘ from the host computer, the broadcast can
always be replaced by loeal communication.

1. introduction

Gone are the days when the chips in an clectronic systein ‘were

mostly NAND gates and flip-flops. The compu(cr—ona chip lb the'_

faslvion today. and microprocessors are being pxoduc;.d with ever-
increasing funciionality in an attempt to exploit the i lmprovmg techno-

logical capability. In tre future, we can expect dcsrgners to put entire

multiprocessor systems on a single chip. By cxploiting the mahswe
potential that VLS1 holds for parallel compteation, such spc.udl-

purpese sysiems will greatly augment the power of general-purpose

computing cnvironments,

Designers of these Targe systems  will, ﬂcc the prob[cm of
fcrmunwmuurm which arises in any parallel system, In order to cope
with comnrunication costs, the design methadology uf systo!rc systens
[5. 6] has been proposed. 'Tais design methodology allows a high-level,
.algunthmnc description of a circuit which deals directly with communi-
. cation costs, As a resull, the perfarmance of circuits implemented with
. lhlS _design methodalogy matches well the performance prcdlctcd by a
.simple algorithmic analysis [3l.  Signal processing, numerical linear

_Igc]:nra, and raster graphics provide many applications for systolic
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systems, but their utility is hardly restricted to these areas alone.

The syswolic design meihedology manages communication costs
effectively because the only communication permitted during a clock .
cycle is between a processing element and oie of its neighbors in the -
communication graph of the system. This constraint is in direct
contrast with, for example, the propagation of a carry sighal which
ripples down the length of an adder. Such combinational rippling and
global control such as broadeasting are forbidden in systolic designs.
Whercas the clock period in most synchronous systems s long in order
to allow signals to ripple through cascades of eombinationa logic, in .
‘systolic systems the clock period depends only on the dme required for
2 signal o propagate through a single processing clement  Thus the )
clock period uf'a systolic system is short because it is independent of the

- Size of the system,

‘Ihe principal delicieucy of the s¥stolic design methodology is that
the burden on the designer may be excessive. o particular, glohal
communication such as broadeasiing is more casily described in terms
uf rippling logic. In a systolic system the effeet of broadeasting must be
achlevcd by multiple local communications. The propagation of a

datum from onc end of a systolic system to the other may take many

“ticks of the system clock, and therefore different processing elements

will sce the same data at different tires.. Orchestrating the individual
behaviors ofpmcessors can be a large bookkecpmg chore

In this paper, we address the design issue head on. We demonstrate.
how a synchronous system can be designed with rippling logie, and
then converted to a systolic implementation which is Func.tmnaIIy
cquivalent to the original system—the principal difference being the
shorter clock perlod of the systolic implementation. We characteme
the qutcms L[mt can be so transformed, and show that tan algorlr.hm
based on the graph theoretic smgle-destrrzauwz-shor!est—pafhs problem ’
Can compute the transformation quickly. '

The me-'.I.l]]C[LI' of this paper is urgnnucd as Fullows SCCthﬂ 2
T‘he '
principal resuit of the paper is given as the S‘_ps:o!u Conversmn Theorem

presents a graph-theoretic modc[ for synchmnous systcmb

in Scction 3. To illustrate the power of [hc theorem in a design
situation, Section 4 details the construction of'a sunplc systolic system.

‘The destan process from Sccnon s alstrw ted in Section § and apphcd



o the problem of replacing global communication in a system with
local communication,  Scclion 6 is devoted 1o brief Jiscussions of
further lopics relating 10 applications und extensions of the results.

Section 7 presents some concluding remarks. ..

2. A Model for Synchronous Systems

We view a large .circuit as a system which is partitioned inlo
Junctional elements (combinational logic) and registers (clocked
memory). Such a system S can be modcled as a finite edge-weighted
directed wultipraph (henccforth, we shall simply  say “graph”™)
G = (¥, I, The vertices V of this contmunication graph correspond to

functional clements, and the edges £ correspond to intcrconnections -

between the functional clements, Each edge e in E is a tripic of the
form {u, v. w), where u and v arc (possibly identical) vertices of G,
called the faif and head of e, and w is the nonnegﬁtivc integer weight of
the edge. The weight is the number of registers along the intercon-
nectioﬂ between the Lwo functional clements. A configuration of a
system is some assignment of values to all its registers. With each clock
lick, the system maps the current configuration inte a new cohﬁg—
uration, ‘

If the weight of an edge happens to be zero, no register impcdés the
propagation of a signal along the corrcspondiﬁg interconnection. Such
is the case, for instance, in the system Sl shown in Figﬁre 1.. A signal

Figure 1: The communication graph G, of a synchronous sysl‘.cfn .
8, One vertex of the graph ‘is distinguished as representing not an
ordinary funclional element but a host processor, which is the
system's only interface to the cxternal world. :

cmanating from ¥ will prucced unhindered though v and surl:;sc-
quently through ¥y before it is stopped by a register. If the tippling can
feed back on itsclf, problems: of latching, oscillation, and race condi-
tions can arise. In our modc] this corresponds 1o a zero-weight cycle in
the communication graph, where the weight of a path is taken to be ﬂlc
sum of the weights of its cdges. In order to preclude anomalous

behavior associated with asynchronous design, we restrict our altention
to synchronous systems.

Definition: A system is a synchronous system if every cycle
in its communication graph has positive weight.

Systolic systems exhibit no combinational rippling. and in vur model
correspond Lo those synchron'uus.systcms whose cdge weights are all
positive. ‘

Deflinition: A synchronous system S is a sysielic systetit if
for each cdge (&, v, w) in the communication graph of 5, the
weight w is strictly greater than zero.

So far we have dealt with the internal organization of systems, but of
courﬁe, no é}:'stcm operates in a vacuum, Rather, it cnlnll}unicalcs \_lviLh
the external world via an interface. In our model, one vertex called the
host represents this external inerface. I the system were an integrated
circuit, for example, the connections o the host might be the pins of the
chip. "~ ‘

The host is important because when Two systems are compared, it is
the behavior of the systems [rom the poini of view of the host that is at
issue,

Definition: Let ¢ be a configuration of a synchronous
system S, and let ¢’ be a configuration of another synchro-
nous system §'. The system S started in configuration ¢ has
the same bekavior as the system S” started in configuration ¢
if for any sequence of inputs to the system from the host, the
two systems produce the same sequence of outputs to the
host.

Before going on, we briefly call auention tw a technical fine point
relating w this definition. While the combinational Ingic in a systém i
seltling, the systzm outputs to the hest may change. We insist, howaever,
that the internal stte of the host depend only on the {inal seiled valucs
of the system outputs and not on any transient values, Furthermore, if
signals ripple through the host Lo the system inputs during a single
clock cycle, we similarly require that the cventual valugs of the system
inputs not depend on any transient values. Of coursc ina synchronbils’"
system it is impossible for transient values on the system inputs to
ripple back out to the host. ' B

Suppose the system 8, from Figure 1is modified so that he weight

" of every edge leading Into vy is increased by onc and the weight of every

edge leading out of v, is decreased by one {see Figure 2). As viewed
from the hast, the resulting system 5, is equivalent (in a scnse that we
will presently make precise} to S). The two systerms differ intemally in
that each computation performed by the functional clement at v, in S,
is perferimed one clock tick later than the corresponding computation in
the original sysicm 5. Verex v, is szid to /ag by onc tck in S, with
respect to S, or alternatively, to lead by one tick in Sl with respect to
S, ' _ ]
“This simple operation of resiming a functional clement in a system
forms the basis of the optimization lechniques in this paper. Indeed,

the system S2 exhibits a performance improvement over Sl because the



Figure 2: The communication graph of a system S2 which is
equivalent to the systeni 5, from Figure 1 as viewed from the host.
Internally, the two systems differ in that vertex ¥ lags by onc clock
tick in S, with respect 10 S;. ‘

longest path of combinational rippling k'lasfbécn.s"hulrtcncd:“bry the

retieming of the functional clement at ¥, But although it may aﬁjﬁeﬁr'

intuitive that the two systems are effectively the same from the point of
view of the host, a closer examination reveals some technical diffi-
culties. Tn particular,.it is not true that whatever'c'nnf"l-gumti'o\n the
systein Sl is started in. there cxists a configuration in which the new
system S, can be started such thal the two systems cxhibit the éﬁmc
behavior, I the first register on the edge from vy to v, is imitialized in
S, with 4 value that is not in the range of valies produced lhy the
functivnsl clement at LY then the transformed system SZ cannot
necessarily mintie the subsequent bebavier of 3. ' .‘ o

Althouzh the sysiem S, caunot mimic the behavior of 51 for all
pussihle conlgurations of 5, however, it can for any sufficiently 'qu
conﬁgurﬁtion of Sl, that is, any that ;irisc after Sl has been run
sufliciently long. Tu the example, a configurativn of S, that has at least
one predecessor is sufficienty old to allow 5, to mimic the subsequent
behavior.

Definition: [t S and S' be syachronous ;iystems. Sup-
pose that [or every sufficiently old configuration ¢ of §, there
exists o configuration ¢ of 8’ such that when S is started in
configuration ¢ and 8" is started in configusation ¢!, the two
systems cxhibit the same behavior. Then sysiem sf can
simulate 3. 1F two synchronous systems can simulate cach
other, they are equivalent, S

The fellowing lemma shows that retiming a veriex in a synchronous
system, as in the example above, produces an cquivalent system as long
as no edges in the communication graph are given ncgative weight by
the t}r:msflormnrinn.‘ Tn fact, the Retiming Lenmma shows that many
functional elements in a systemn can be given arbitrary leads and lags

under the sane condition.
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Lemma 1 {Retiming Lempa) 1t B be a synchronous
system with communication graph G, and Lkt fag be a
function that maps cach vertex v of & to an integer and the
lhost to zcro. Suppose that for every edge (i, v, w) in {7 the
value w+fugly)—lag(u) is nonacgative, Lee ' be the
system obtained by replacing every edge e = (u, v, w)in 5
with ¢’ = (u, v, w+lag(v)—Jag{w)). Then thc sysiems §
and S' are equivalent. :

Sketch of prool. The proof is an induction argument. Let I be the
maximum lag of any vertex in 7, IFS is started at time zere and run
until time £, there exists a configuration of S such that for all ¢ greater
than or equal to £, eheli functional efement v in S’ performs the same
computation at time ¢ as the corresponding functional element in 8 at
time ¢ — fag(v). Appendix A gives a defajled proof of this lemma. O
Two synchronous systems may be equivalent even though their
internal organizations are radically differcat. For example, one system’
might be a tree and the ather a mesh. A system S' obtained by retiming
a system S, however, is not only equivalent, but also has the same
structire as S. ‘ :
_ Definition: Two systems have the same structure if they are
composed of the same functional clements with the ‘same
inputs and outputs connected by the same interconncetions,
The numbers of registers on the inierconnections, however,
may differ. '
Preservation of structure is a valuable property of any system transfor:
maticn hecause it allows the new system to inherit the benclits of
independent design decisions. For example: -
o Anvihing done to make the functionul clements in the
vriginal system small or fast will carry through tw the new-
system, ‘ o

« Any topological propertics of the communication graph
that lead to an arca-cfficient layout of the original system
will recvined by the new system. TF the original systém is
structured as a mesh, for instance, the new system will not. -
be converted to, say, a shuffle-exchange graph, which is
much more expensive {o fay out 131

“w A system that has been partitioned across multiple chips
will not require additional pins for the transformed system,

3. The Systolic Conversion Theorem

The previous scction dcmpnstm[ed that a synchronous system could
be modified by retiming functional clements to reduce the p:i'ind of the
system clock. A matural question to ask is, “[s there a way to eissién a
lag 1o each vertex of the communication graph G of a synchiﬁnous
system so that the relimed system s sysm]ic?;’ The answer depends
upon the constraint graph G—1, which is the graph obtaincg:l from & by

replacing every edge (u, v, w) with (u, v, w—1).



Theorem 2 (Systolic Comversion Theorem)y Tet S be a
synchronous System with cmmnunic_aljnn grapht (7, and
suppose the constraint graph G—1 has no cyeles of negative
weipht. Then there exists an cquivalent system g’ which has
the same structure is S and whicl-js systolic.

Proof: The desired system S' may be constructed by a procedure
whose key step is the solution of a single-destinationshorfest-paths
problem in G —1. Without 1oss of pencrality, suppose that Lhere exists a
path ﬁ:nm every vertex. v in G to the host-——whenever there is not such a
paLh,"lt is impossible for the functional clement at v to have any
influence ca the behavior of 8, A corrﬁpouding path must exist in
G -1, and since G—1 is finite and has no negative cyeles, there must
exist in G~1 a path of minimal weight from each veltex 1o the host.
Yor each vertex v define ]LI‘F;(I')'HS the weight 'of any such shortest path
from v. to the host in G—1. The systakic system S’ is ubtained by
modifying S using the Retiming Lemma (Lemma 1) to give each yc;;éx
the designated lag. o

To show that this construction indeed praduces a systolic sys[cm; we
must demonstrate that all cdge weights in the communication g-r:-;ph' ¢
of §' are strictly positive. This demonstration wil'l"als_u ﬂltjw that the
conditions oF the Retiming I.emma are inct because all edge weights in
G' will perfotce be nonnegative.  For any edee (. v. w)in G, the
weight of the corresponding cdge in -1 is w— 1, and the weight of a
shortest path in G—1 feom ¥ (o the host is fug(v). The weight fog(u) of
a shartest patl in G —1 from verlex u Lo the host can be no greater than
(w—1}+/ag(¥). (Consider the path obtained by prepending the edge
(x, v. w—1) to a shortest path from vertex v ta the host.) The weighe of
the edge (i, v, w+lag(v)—lag(u)) in (7' is therefure positive. O

The Systolic Conversion Theorem can be applied Lo the system 5,
from Figure 1. Figure 3 shows the constraint graph G]‘—l for that
systcm- with the weights of the shortest paths to the host labeled in the

vertices. Using the Retiming Lemma to give each vertex in S, the lag

Figure 3; The consirainl graph GJ-I for the system Sl in

Figure 1. This graph is identical to G1 except that the weight of
each edge in G, —1 15 one less than the weight of the corresponding
edge in G}, Each veriex has been labeled with the weight of the
shortest (ie., lightest) path Trom that vertex tw the host,
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designated by the weight of its shortest path to the host yields the
systolic system 5, which is shown in Figure 4.

/

HOST /

2

k 2

- Figure 4: The systolic system Sy produced by applying the
Systelic Convarsion Theorem to the system 814 froni Figure 1. Each

“edge (u, v, w) from () has been repliced by the edge

“u, v, wfag(v)-=fag(u)), where the fag of a verlex is taken as the
-weight of the shortest path from that verlex 1o the host in G;—1 as
indicated in Figure 3.

The S'yst'(ﬂi'c Conversion Thearem shows that the absence of negative
weight éyclcs in the constraint graph ¢ —1 allows a synchronous system
to be iransfon‘ncd by application of the Retimi‘ng Lemma into an
cquiv;ﬂcnt systolic system. We call the graph G—1 a “constraint
graph™ because for cach edge (v, v, w) of G, the edge {u, v. w—1in
G —1 constrains the weights Jog(z) and /ag(v) of Lhe shortest paths
from & and v to the host to satisfy the incquality
lap(t) < lag(v)+w~—1 thercby guarantceing that the cdge
(u, v, lw+!ag(v)— Jag(n)) in G will have positive weight ‘

_The applicability of the Systolic Conversion Theorem Lo a system S

- docs not dcp‘cn‘cll on the specific functions computed by the functional

clements of S. 'The next theerem shows that the Systolic Conversion
‘Theorem is the strongest pussible result of such generality. (Figure 5
shows the situation described in the statement of the theorem.)

Theorem 3: Il € be the communication graph of a
synchronous system S, and suppose the censtraint graph
G—1 has a cyele ¢ of negative weight and a path p from
some vertex v on ¢ to the host. ‘Then it is impossible to
construct a systolic system that both simulates S and has the
same structure as S without using knowledge of the partie-
ular functional elemenis of 8, :

f_’mof: Suppose Lthere docs exist a structure-preserving wansfbrmation
that produces a systolic system S' which is cquivalent to 8. An
adversary argument shows that this transformation must use specific
propeitics of the functional clements of 8. The adversary chooses
functional clewnents for a sysiem T which has the same structure as S,
and then the transformation that produced 3’ from 8 is applied to T,

The resulting sysiolic system T Fails to simulate T.



Figure 5: Acyclec anda path p from a vertex v of ¢ o the host
in the communication graph of'a synchronous system.

[et G' be the communication graph of &', and let x and x' be the

weights of cyele ¢ in G and G Since system 53 b}m[()]lc the weight
x' must equal or exceed the numhm of cdges along ¢ Cycle ¢ has
negative weight in (-1, however, and thus » must be stvictly less than
the number of edges along c. T hercfore, x is strictly less than x'.

The adversary now chuoses the funetional elements of the system 1,
which has the same comimunication graph G s S. IFunctional-clements
that lie neither on the cycie ¢ nor an the path p from v to the ho_s; are
chosen arbitrarily. Those on ¢ and p pass their input values along ¢ or
p unchanged, except for the single functional clement at v which takes
an integer |nput a along ¢ and pmp u,wtc- {er4- 1) MOD xx "along ¢ and
p. After asulliciently long time, the outputs from T to the host along p
at limes ¢ and 1+ xx’ will always differ by x! (modulo xx . Now
consider ihe system T which is produced by applying w T the -s'amc
Ll(m\fmnmt.m that prmluccd 5! 11(»m S. Since T' has v registers along
the cycle ¢, e {)utwtb from T tw Lh&. haost along p at rimes ¢ and
[+ xx' will differ by x {modulo xx ) Since x and x' are dhtln(.r. the

system T’ eannot possibly simulae T.0

When u sym_hronous system with rcgu]ar suuclulc——such as a

,rcctangular mesh or 4 complctc binary tree—is converted to a systolic

system, the conversion wil! typlcaHy be very uniform. The lead or lag
of a funclional element may, for cxample, be. cqual to-the sum
indices in the mesh orto its depth in the tree. Section 4 provides an
example in which the functional elements are arranged in a linear array,
and the Tead of cach ﬂmctio-nul clement in the transformed system turns
cut to be its index in the array. 1For systems with less regular structure,
however, an algarithm may be needed to determiné the transformed
system, if indecd the original system can be transformed.

The Lcntml computationat  problem involved is the single
desiinatinn- -shorfest-paths problent: Given an edge- wmghtud dirccted

graph G = (¥, F) and 2 distinguished vertex din ¥, find for cach

vertex v in ¥ the weight of the shortest path from v (0 d, ar clse detect

(hat € contains a cycle of negative weight. “I'his prublem can be solved
for arbitrary gmphs.m of[¥[-]%]) ume in the worst case by an
algorithm due to Hellman and [Ford [7, pp. 74-75]. Lipton, Rose, and

. has an #

“of its
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a Tincarly connected systolic

‘Tarjan [10] have shown that this hound can he improved fur familics of
graphs Lthat have small separators using 4 method ey call generalized
nested dissection.  The use of scparnlors is pamculally interesting
becausc graphs with small separators have arca-efficient layouts as well .
[8]. For any family of graphs that is closed under subgraphs and that
2_geparator theorem, where o is the number of vertices and
a > L/3, the method of generalized nested dissection can be used to
soive the single- destinadon- ShDrLest-paths problem in O(n]“) time,
provided that sepuarators can be computed quickly cnough, Thus a
system with a planar communication graph can be transformed
0(#*?) time bocause planar graphs have a /7 -scparator theorem.
Also, here is a O(

layout with area 4. (Usc a homeomarphism between such graphs and

1!/2) time algorithm for any graph that has a VLSI

subgraphs ol cubic meshes of fixed depth, which have a VA -separator
tieorem.) Further impravements aver the Bellman-Ford algorithm can

be obtained for familics of graphs with swaller separators.

4. A Real-Time Palindrome Recognizer

‘Ihis section iliustrates the power of the Systelic Conversion Theorem
through an cxample. Although many more applications of this thcbreﬁ
may be found in such areas as signal processing or pumerical lincar
algebra, we have chosen a simple symbo! nianipulation prablem. A
muliitede of other applications of the theorem can be found in [9].

A string of n characters is a palindrome if the ith ch.mctcr"’f-or‘
i =1,...n isthe same as the # — i+ 15t character. Colu [21 constmcts

array which is supplicd characlers from a

" string, and for cach character tells immediately whether the string input

up to that character is a palindrome. Whereas Cole constructs this real-
time palindrome recognizer explicitly, his construction is elaburate and
unintuitive. Here we demonstrate the same result, but the Systolic
Conversion Theorem greatly simplifies e constr uction.

The construction of the palindrome recognizer is based on a lincarly

connected sysmhc array . uF "plOCLbSOI’S which Is augmented with

npplmg cm‘nhmatmnal Ingic. The Systohc Conversion Thedrem is

- applied to this iniermediate synchronous syatcm to remove the rippling

Togic and yield once again a systolic array.

A processar p, in the systalic array has two registers, 4, and B, each
of which can hekl cither an ordinary character or a special. mull
charucter denoted NIL, ‘The contents of register A, arc pluvlded as
input w p The host appears as gy in the systent, and provides the
iI'l].‘llthn‘.ldL[L.( in ils register /!

The control of the processors i quite simple, but let us "first
undersiand what the sysiolic armay s tying w U, Suppose the
character string input W the systolic arsay L S Figure € shaws
the contents of the A and B registers after ten characters have been .
jnput, and again after eleven, For l<iz]|

yand forl <

n/?.J register B in processor

p, contins the character x < [w/2], vegister 4 in



1 2 3 4 & 6 1 8

I

4; X, X Xg Xy X NIL NIL  NIL
B; x, x, X, . X, xg NIt NIL NIL
i 1 2 3 4 5 6 1 8
,1‘. X Xyp X Xg X, Xg NIL NIL

B, Xy X, Xq X, Xg NIL  NIL  NIL

Figure 6; Contents of the A and B registers.

processor p; conlains the chameter x, _, . All other registeis in the
system contzin NiL. Thus the input string is a palindrome if and only if
whenever 4, and A, are nonnull. they contain the same character.

On cach clock tick, the new values of all the A, and R, are cuniputcd
by the formulae

A, « U“H,.vi = NIL then NIL efse A, |

and

BI « if (A“l. = NIL) v (BJ. = NIL) then Ar. else B,,.

where all assisnments are performed simultancously, so that all
references to reaisters on the right hand sides denote values from the
previous time step. While the hest docs not actuaily contain a register
BO. the systeim acts as if there were such a register which always had a

nonnull valuz, Thus, A, is always given the value that ,‘10 lield on the

HOST

)
Figure 70 A syﬁchronous system P which recognizes palindromes in real time. (a) A diagram

of P showing registers and functional elements. (b) The communication graph G for P. (c) Detail
of a functional efement.

HOST

208

provious time step.

This systein s now augmented by combinationat logic which runs
back o the host and reports whether a palindrome is recognized. This
rippling “calicetion” Jogic returns TRUE if, for each processor p; such
that 4; and B, both contaln valid characters, 4, = B‘.. The collection
logic is implemented by giving cach processor p; an output PAL, whose
vailue.is‘deﬁncd by the formula

PAL, = (B, = NIL) v (PAL, (A4, = B)).

Since the P4 f,,. are propagated by rippling logie, the values on the right
hand side of this definition are based on the current time step. The last

.. processor in the array will have no PAL signal coming into it, but will

" act a if it had such a signal which always had the value TRUE.

The preceding text describes the palindrome recognizer in terms of
“pro&cssurs". Figure 7 shows how the recognizer may be modeled as a
synchronous system P of fnctional clements and registers. Also shown
in the figure is P's communication graph, which will be referred o as G
for the remainder of this sccion. Figure 8 shows the state of P as it
rcE‘ognizes the palindrome “redivider”. ‘

' The chain of rippling logic that extends through all the functionat
clements to the hust allows the recognition of a palindrome (o be
signalled on PAl,l on the very next ¢lock tick afler the last letter of the

Specification of 81
. {NIL B =NL
out A B =NIL
m m
4 2 {A.m A, =NLV B =NIL
out
B A #NLAB #NL
[-9
P, 2 (B, =NV, A, =B)

_ ©

Figure 8 The configuration of the system P as it recognizes the palindrome “'redivider™.



palindrome beeomes available in Ay

rippling logic is that it must be allowed settle after each clock Lick, so

the clock period of P must be lincar in the length of the array. A
systolic real-time palindrome recognizer with the same structure would
be a great improvement since the clock period would be independent of
the size of the system.

1f we could verify that 7 —1 had no cycles-of ncgative wcight, we
could use the Systolic C‘unvcr:;ion Theorem (o construct a systolic
palindrome recognizer will the same structure ws P. Unfortunately,

(7 — 1 has inany cycles af nepative weight (see Figure 9.

HOST

Figure % The constraint rrraph G'—I for the real time palm-
drome tecogniver P from Figuie 7. -Since this graph contains cycles
of negative weight, the Systolic Conversion theerens is not. appll .
cable to P.

Consider, however, he system formed by modifying P so that the
number of registers on each intereonnection is doubled. The conumuni-
cation graph 267 of this system 2P is shown in Figure 10. All the data

HOST

" Figwre 10: The commurication graph 26 for a 2-slow simulator
2P of the system P from Tigure 7. This graph is obtained by
doubling the weight of every edge in the communication graph & of
P. : ’

flow it P is slowed down by a factar of two in 22, so that 2P provides a

sort of half-speed version of P which communicates with the host only -

on every ather clock tick. Fn fact, 2P ¢ain be thought of as a pair of
2-slow simudaters of P—one communicating with the host on even-
numbered ticks and the other processing a completely indeperdent
data serewn and cormmunicating wilh the hust on ndtl—‘numbcr_cd Licks.

Unlike &1 the constraint graph 27— L is fiee of negalive cycles

(see Figure 11). Thus the Systalic Canverion Thuorem can be applied

HOST

"Figure 11: The constraint graph 2G —1. -Each vertex v is labeled
, with the weight of the shortest path from v to the hosL.

The disadvantage of this chain of

10 2P to produce a systolic array SP (shown in Figure 12) which

recognizes palindromes in real time—iwo clock ticks per character.

wosT

Figure 12: The communication graph of a systolic 2-slow simu-
lator SP of the real-time palindrome recognizer P of Figure 7.
Each vertex is labeled with its lag in SP with rc»pcct to the systern
2P shown in Figure 10

Each processor p, has a lead of i in &P with respect to 2P, Figure 13
shows a sequence of inicrnal states of SP as it recognizes the
palindrome “redivider”. L

Although SP is a “2-slow"” snrnulator oEP its pcrfnrmnnce is actua]ly
better lhan that of P if sufficiently large systcms are compared Since
rippling in P runs the length of the system, r.hc pcnod of its clock must
be at Jeast proportional to the 1en0th of the array Syitcm SP, Whll’.‘h is
systolic, can be run with a clock period that is constant with respecl to
the length of the system. Thus the duration of two clock ticks of SP
will be less than the duration of one clock tick of P if the two systems
are large enough. . N

As a comparison of Figurcs 8 and 13 revcals system SP is much
more complex than P in its internal workings. The recognition of any
string as a palindrome by SP is spread out over several time steps,
rather than happening all in a single clock cycle as in P. Co_nscquently.
any direct verification of SP"s correctness requires carcful bookkeeping
to verify that all the data arrive at the right plncc's';'lt the. right: timcs.
The cffort involved in cunstruéting such ap argument |s not
superhwnan—indeed, the correctness proof for Cole’s ‘palil;dmmc
recognizer [2] depends on just such o careful bookkeeping urg.mu'cnt. It
is the mnhmﬁ' cuntention. however, that it was an casier and less crror-
prone task tu design and verify P than it would have been 1o design SP
directly. The comparison would be even more favorable for a
complicated systcm. [n'prdving the Retiming [ emuna and the Systolic
Cenversion Thcc»fcm‘ we have gone through the pain‘stilking:bonk-
kecping once and for afl, and captured the result in a form that Ean be
used again and again, ' S

CWe can iHustrate this point again by aking nu:c of an mr.c:cstmg
property of SP: supplymg a NIL from the host to either of the two (odd
ticks and cven ticks) data streams being processed by SP 'ef_fectivel_y
reinitializes the computation on that data stream. . The reader may
attemipt to verify this property by a direct examination of SP, but we
think it is easicr (o check that a NIL input effectively resets P,






5. A Design Methodology for Systolic Systems

“The real-time palindrome recognizer from Section 4 was obrained by
a Uirce-step desipn process.  First, an inilial systolic system was
designed which performied an important piece of the desired compu-
tation,  Second, this systolic syslem was augmented with zero-weight
edaes to produce a synchironous systcin with combinationat rippling.
The cdaes were added in such a way. that the Systolic Cenversion
Theorem could be applied tw a 2-slow sinulater of the inevmediate
system to yield the final systolic design as the third step of the design
process. 1he subject of this section is the design methodology of
augmenting a systolic system with rippling that can be climinated by
the Systnlic Conversion Theorem,

In owder to prejudice the designer as fittle as possible in his other
design decisions, the method of design presented here preserves . the
physical vreanization of the eriginal systolic system as capeured by its
connection graph, which is its communication graph viewed. as an
unweighted, undirected graph. There may be greater diffe;eﬂccs
between two sysiems that share only the same connection graph than
between twno systems that have the same structure as defined in
Scction 2. ‘T'wo systems with the same conncction graph may have
different functional clements as well as Jifferent numbers of repisters
on interconncctions. In addition, the direction of infermation flow is
igno_rcd in the connection graph.

Braadcasting is 2 means by which information known by ihe host is
made known to all the functional clements of a system in a sinple clock
eycle. Broadcasting is the most commaoa kind of global communication
found in parzlicl systems because designers find it casy to th@uk of
conbrolling il processors in wmison. A designer who wishes to add

broadcasting to his‘ utherwise systolic system will typically find consid-
crahle flexibility in exactly how it might be implenented. A common
approech is to use a bus, which i a single Interconnection that visits all
processors and conveys the global information throughout the system.
In fact, the connection graph of the system need not be disturbed if the
bus is outed along any spanning tree of the connection graph. In our
model the intcmnnn_u'ctinns composing the broudcast‘trcc can be
represented as iero-weigh[ cdges in the communication graph of the
synchronous systcm.

Fven with such tricks as precharging the bus [11, pp. 156-1§7], the
simple fact that information must be communicated across the system
Timits the performance of a broadeast because the clock period of the
system must he sufficiently long to allow the global information to
reach all processors. It should be appacent, however, that the first two
Steps of the thiee-step design process have been followed thus far—a
. systofic system has been augmented with zero-weight edges to produce
an intermediate syichronous systeim. But can the third step succcéd? If
so, applying the Systolic Conversion Theorem to a 2-slow simulator of
the intermediate system will produce a final systolic design whose cleck
period witl be independent of the size of the system.
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“The third siep need not succeed, but if broadeasting is implemented
using a breadth -first spanning tree of the connection graph instead of an
arbitrary spanning tree, it always will succeed. Let # be the connection
graph of the original systolic systcm, and define the depth d (v) of a
vertex ¢ in £ o be the minimal number of edges in any path from v to
the host. J.ot S be the intermediste synchronous system obtained by
implementing broadeasting along a breadth-ficst spanning tree in H,
and let & be the comununication graph of S. (LT cach zero-weigit
tree edge (u, v, 0) in @ satisfies 4 (v) = d{u)+1, as in Figure 14)

Figure 14: Droadeast Mrom the host te all functional elements of
a system can be implemented by a breadth-fist spanning tree
(dashed cdges) of the connection graph. Each vertex is labeled with
its distance from the host.

To show that the third stcp of the design process will work, we must
demonstrate that the constraint graph 27— L has no ncgativc-wéight
eycles.  Cunsieler the chunges in the depth o of vertices during a
traversal of a dirccted c}clc in G. By the definition of depth, traversing
:my‘ cdge changes d by at moest one. Since traversing a zero-weight tree
cdge ncreases f by one aml the net change in & around ény E_vcle is
zerq, it fullows that at most half the edges in any cycle of @ can be tree
edges. Now consider the consLiiint graph 2G—1. For any tree Edge in
@G, the corresponding edge in 2G — 1 has weight ncgatiﬁc one. For any
posirive-weight edge in G, the corresponding edge in26-1 has weight -
at lcast one. Because at most half the edges in any cy_cl§ of G‘are,,u'ehe
edges, no cycle in 2G—1 has ncgative wcight. Consequeq@,‘ th'g'
Systolic Conversion Theorem can he applied to 2S o pruduéé ﬁ'sy'spéfié
system which is equivalent to 28 and which has the same SthJF:Fll‘llé 258,
Thus if broadcasting is the only form of globat cnmmdﬁidlt’idhvin‘: an
otherwise systolic system, it can be replaced by local cornmy'ﬁicapi(;n.'i

Another common instance af global cnmmuni;ation w.iS_.':;:‘t‘;lﬂ‘ECl;éVJ'l
where rippling logic runs from functional elements 'tové'cird“ the hostns
in the palindrome example from Scction 4. If the logic c‘orﬁbut&:ﬁ an
associative and commutative function (suc]i as addition, nuiIL_i;ﬂi@:atidn,
maximurn, or boolean conjunction) over Vﬁlués' Hgé:ncraiérd‘ by the
functional clements, then any spanaing tree of the connection graph
czn be used to implement the collection. In order to abtain a systolic

2-slow simulator, a breadth-first spanning tree can once again be




cmployed. In contrast to the Lroadeasting situation, however, all tree
edges arc directed toward the host instead of away.

The three-step design procedure proposed in this section can be
applied 10 uny augmented systolic systein as long as the rippling follows
a breadth-first spanning tree in the conneclion graph, and all zero-
weight cdges go toward the host, or all go away from the host. The
following theorem generalizes these conditions and can be proved by
adapting the argumcnt for broadeasting. ‘

Theorent 4: Let S be a synchronous System with commu-
nicarion graph (7 and connection araph H, and let R be some
subsel of the vertices of G. For each vertex v of (7, define the
distance A (v) of v from R as the minimal number of edges in
any path in H that joins v to an clement of R. Suppose that
every zero-weight edge {u, v, 0) of G s directed away from R
{ie., R(v) > (), or aitcrnamc]y that every zero-weight
edge of G is dirccted towards K.. Then there oxists a SyStClllC
system which s cquivalent o 25 and which hm the safne
strucure as S.

6. Further Topics

This section is a pot poursi of topics which include cxlensions both to
the model and t the problems considered in this paper. The results of
the first part of this scction are straightforward and justification is given
in sufficient detail to allow the reader to [ill in the gaps. The Tatter part
of this section contalns sesults from a forthcoming paper based on
research by the authors and Flaviu Rosc of MIT.

Several hosts. A nmuml extension to the model of synchronous
aysrcms is the imclusion of muttiple, independent hosts, The multiple
st madel applics o problents where Inpud streams are independent
and may be skewed o time relative o one another, or whare outputs
are nut I‘Ld hau into the system as for cxample in many signal
prqcessmg apphnnnuns. ‘ The Reliming Lemma and the Systolic
Convcrsion Theorem can be applied as long as wo hosts cantiot
mmmumcau. in less thime thon Lhc difference in their logs,

(,lock skew, Mnnng from the discrete time domain to a cuntmuous
time domam pe Lmll;s the echniques uscd in this paper W be applied

the prnblcm of clm.k skcw Smcc cluck signals do not mnove across an

mtcgratcd circuit Chlp in 1010 nmc. twg processols on a (‘hlp may see

the samc edee of the ‘clock signal at different times. The diflerence
between the tmes that two m‘occssi)rs sce the chunge is called the skew,
Across a large integrated c1rcu1t ihe skew can be quite significant,
Because the period of a clock i is prnpumom] to Lhc ma:umum skew (sce
[12]), designers take great pains 10 bum.r clack r.lgnals s0 that all
destinations of the signal are cqmdlstant from thc clock gcncrator
Unfortunately, the buFrcnng c1rcu1try may not match the systcm
orgauization and can introduce cumphcanom during Lhc ]ayout of the

cireuit.
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Using a continuous model for time, however, another approach can
e adopted which is based on the broadeasting results of Section 5. Let
the clock generator take the rolc of the host, and ineasure the distance
ofgl plorcssur from the clock generator in continuous time. By running
clock signals away from the cluck in a breadth-first spanning tree along
existing data paths, the contribution of skew 1o the peried of the clnck
can he reduced to the round-trip communication time between two
adjacent processors. The maximum skew across the system is of no
consequence-—the local skew s all that matters. '

- Two-pliase clocking. Clocking considerations arise cven in the

discrete time model.  The clocks of many integrated circuil systems

have tive or more phases which act like the flood gates of canal locks.

For example, a simple dynamic register consists of two halves—one half
¢locks data in on i, and the other clocks it out on @, Many design
methodologics for two-phase clocking abey the rule that all signals
mu:.t be clocked alternatcly by @, and @, that is, any signal clocked
twice by onc phase must be clocked by the other in hetween. [t is
straightforward verify that the Retiming Lemma and the Systolic
Conversion Theorem preserve this rule.  Two-phase clocking of
dynamic logic has another interesting property with regard to the
resilts here.  In order to preclude interference between adjacent
dynamic registers, a system implemented with dynamic logic typically
has two cquivalence classcs of computation of which only one can be
used. Thus a systolic system designed in this way is a “2-slow” system
to begin with, and the brnadcasting results from Scetion 5 can be

applicd with no further slowdown nceded.

This paper has investizated how to transform synchronous systems
into systolic syslems. We have shown that any synchronous system can
be made systolic if we are willing (o use a sufficiently large number of
time steps to simulate one time step of the original system. In many
cases the slowdown of the system in terms of time steps per aperation 1
outweighed by the greater clock speed muélc pussible by the elimination
of long chains of rippling logic. Suppase, though, that we do not
increase the number of time steps taken by a system at all, but just use
the Reliming Lemma to improve its clock period as much as possible.
With Flavio Rose, we have obtained the following results.

Minimizing rippling. Let 8 be a synchronous system with communi-
cation graph G, We know that if the constraint graph &G —1 has no
negative-weight cycles, then there is a k-slow systolic simmulator of S,
Surprisingly, the absence of negative-weight cycles in k(7~1 ‘is also a
necessary and sufficient condition for the existence of a synchronous
system S’ such that 87 is cguivalent to Srand cvery path of length & in
S's communication graph @' has positive weight. Thus the maximimn
amount of combinational rippling in 8’ is through & functional

clements. For example, constder the real-time palindrome recognizer



from Section 4. "I'he original synchroneus system P shown in Figure 7,
had a 2-slow systolic simulator.  Figure 13 shows the communication
graph of another system which i3 cquivalent to P, but whose cluck
peried is less Ui that of P, No signal dpples through most than iwo

funclional clements.

HOST

Figure 15: Communication graph of an optimized simulator for
the real-time palindrome recognizer P of Figure 7. In the
optimized simulator, no signal propagates through more than two
functionul elements in one clock period. Each vertex js labeled with
its lag in this system with respect to P. ‘
Functional elements of unequal speeds. By minimizing, as described
abuﬁ;e, lhc. number of functional clements through which any signal can
ripple during one clock tick, we are guaranteed to minimize the clock
periad if the comBinationa]-lugic delays through all the functional
elements are equal. A more gencral issue addressed in the forthcoming
paper is to optll'me the clock period in a communication graph where
vertices arc cach given a wc1ght representing the delay though the
funetional clement. The problem of determining a system with the
optimal pericd can be reduced 0 a scquence of mixed integer
programming problems,  Although mixed integer programming is in
generat NP-complete, the special character of these prohlems permits a
solution to cach in O(| V> +|E|[) ime. A further gencralization allows
a polynomial-time solutiun to optimization problems in which the
delays between \arluus inputs and outputs of the same ﬁ.mcuonal
clement may be unequal : '

Multiphase clocking, Clocking schemes that use more thar twé
phases alfer greater ﬂ(‘).lbllhy in adjusting the relative nmrm,s of the
functinnal elements. Consider. For ox ample, the fanetionad .,!cmmt 8
wsed in the palindeome recognizer P (see Figure 7). n any
irnpk:nic-uzninn of this eleens ir is quine plausible that the delay from
Powl md B to

any of il‘g ULEELIS,

il Bece nsidrrably less that the delays fi o, A,
Suppose the delay from ot P . were only ]m!f
as groar as e other delays. How could we ke ndmlﬂnge of this?

Ficure 16 shows a retinring of P usiig a three-phase clocking discipline.
» |.1_ A (=} - o

HOST

Figure 16: A fast implementation of the palindrome recognizer
using three-phase clocking. Fach vertex is labeled wirh its lag in this
system with respect to P,
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Signals cza propagate from 2ny P to the P of the same tunclicnal

ot

element within one phase transition time, but take two phases to travel
through a functional element in any other way, and no two consceutive
registers along any path are clocked on the same phase. The system
shown runs /3 as Fast as would be possible with two-phase clocking.

It is nawurad to ask whether the results described in the preceding
paragraphs can be extended to allow the computation of oplimal clock
speeds for general circuits under a multiphase clocking system. The
answer furns aut o depend crieally on the details of the clocking
madel in guestion. In one nodel, we can-show that it is possible to test
in polynomial time wlhether a circuit can be retimed‘ to allow clocking at
a given spced, while in another model. this test is NP-complete.
Unfortunately, there is not space here to describe the details uFth wo

clocking disciplines in question.

7. Conclusion = -

Systemn transfermations which optimize cleck period have been
examined by others, but the transformations considered arc of the basic.
pipelining Kind which improve only the throughput of a system.  The
system is usually a one-dimensional array with an input port at one end
and an output port at the other. All rippiing goes from the input
taward the output. Dy applying a restrictive version of the Retiming
Lemma, registers are intraduced along the length of the “pipeline” so
that the clock period can e reduced (improving throughput) at the
expense of skewing the timing of the twy ports {worsening response
time). -Cuhen [1] presenis an imaginative nwethodology based on this -
approach. .

" Another systein transfonnation which does not invelve retiming is
found in the Reset Theorain of [9]. This theorem states that a host can
cffectively reset all registers in a synchronous sy:;u-:m to predefined
values in e clock tick. Although the combinational logic in funér.io_naT
clements is augmented slightly, the connection gr'\ph of the system is
left intuct, no rippling is introduced where it dida't cx[';r. before, and the
applicability of the Systolic Con version Theorem is not aff cm.ted

The efficacy of the Systolic Conversien Theeren js due to the host
computer’s limited view of the synchronous system, (The idea of a host
foor cellular antomata is apparendy due o Cole [2], althouglh Hennie [4)
allows externat 170 connections w all processors in his iterative arrays.)
"The smaller the lwst’s view, the more Aexibilicy there is it changing the
underlying systm while maintaining the view. For instance, if the host
can “scc” the entire system, there s no flexibility in choosing an
implementation. In the context of VLS systems, however, there seems
to be ample room for pptimization because the number of pins on a
chip (much less than 10% is substantially smaller than the number of

components (potentially more than 109,
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A. Proof of the Retiming Lemmma

"This appendix contains detailed proof of the Retiming l.coima.
‘The reader i cautioned that if he has nol undersiood the inlitive
explanation given in Section 2, the proof here will not enlighten him.
The proof of the kemma is totlucus, and the simple ideas underlying it
are obscured by many technical details and an claborate notation. The
authors apotagize for being unable to provide a cleaner, shorter proof,

Lemna 1: (Retiming Lewima) Tet S be a svnclironous -
system with communication graph 7, and et /ag be-a
funetion that maps cach vertex v 1o an integer and the host o
zero, Suppose that for cvery edge (n, v, w}in € the value
we lag{v)— Iaglu) is nonnegative. fet §' be the sysiem
oht.nnu. by replacing every edge e = = (ir, v, w) in S with

= (u. v, wthigQ)— lug(u)). Then the systems Sand &'
are cquivalent.

Proof- We nced only show that 8' simlares 8, since if the 1oles of S

and &' arc interchanged in the statement of the lemma and —Jag.

replaces fag, the swme proof will show that- & sitnulates S, Tist,
ohserve thal e weight of any cyele in the commnication graph G’ of
S is the same a8 the weight ol the corresponding cycle in @i since the
additiuns and sublractions of lags caneel around Lhe cycle. Conse-
quenty, 5" is a synchroneus system because S is.

Besause the remainder of the proof examines the inwernal structure
of the two systems in great detail, we lniroduce suine terminology. A

wire is a connhc¢ction between any two components (registers or

functional clements) of a systerm.- As shown in ]'-’1gﬁrc 17. any edge £ of -

€
s
Figure' 17: Division of an edge ¢ = {u, v, w) inta wires,

weight w is divided by the registers along it i!\m w1l wires
e|0, eIL, . clp, where e\n is the wire that carries inpuis to the
functivnal clement at 11 head of e, and e}, is the wire that carrics
cutputs from (he functional element at the tail of ¢. Forany time step £
and any wire x, define va!ue(.f 1} as the value asserted on x at the cnd
of time step {, that is, after 2ll the combinational lugic has scitied and
after the inputs for time ¢ have been asser ted by the host, but before all

the registers arc clocked t begin time step 1+l
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A wire x is a predecessor of another wire y if there is some functional
element v ( st the hest) such that x carries a value inte v and y carrics a
value gut of v (5o that changes might rippie through v from x oy with
no registers 1.11c1umna) PBecause S is synchronous, the transitive
closure of i p|Ldt.ccs:.m relation partially orders the wires uf s’

The wircs of any system arc divided into three mutually disjoint
classes: register outpu[s funclional outputs, and hml outpuls. A wire
of the form c!' whcre k< wﬂght(e) is a register oufput, A wire of the

form e| is cither aﬁmcrwum' outpiet of a host outpul depending

weightie
on whether :.l(u:) (il of e is an ordinary functional clement or the host. A
functional nutput may have rcro of more predecessors; register outputs
and host ou.lputs never have predecessors.

The pmuf is basm.d on inductive mdsomng about the values® asserted
on the wires in S and 87, ])C[I be the maximum lag of any vertex in G,
and suppuse ihat S is initialized in any configuration at time 0 and un
w]th an arhitrary sequence of inpurs from the host unlll time Iyto arrive
in some configuration ¢. The goal of the proof 15 to cxlnb:t a
cunﬁgurdtmn ¢ for S such that if 8 is started at time t, in this
cnnﬁguralmn then the behaviors of the two systems will be indlistin-
gmshdblc {rom then on.

Beforc c-nhmkmg on the inductive prooF Imwwcr we introduce the
'[JICdICﬂ[C I’[v Ik' r] which s defined to hald for any wire e IL oFS and.

any Bme slep £z f :f

u'uim’(r"lk. !) = m!w(c]). I—/{ig(head(o))*lf k).

We must show tlmt llmt P s well-defined, Ih:].[ is. for any wirc e lk ins'
and for any tme /2 £, the value ml-w(e]o, f-—':'(l'g’\n‘lt’ud((‘))+ k) i
umqm.!y determined by r‘hc hastuly of S from time 0 Lu time {. There
are Flrst if r—fag(head(e))+k < I
\«alue(eln. {—laglhead(eD+ k) 15
(- lag(head(e+k 2 0. But since fh2 » lag{head{e)) and k > 0, this

WO cases, then

well-delined provided Lhal
follows immediately.

The second case in the demonstration of the well-definedness of P is
for 1—lelhead(e))+k > &4
uriginutim from the hosl at a time later than ¢ can affect the valuc on

Here we must show that no data

until after ime 1 — fag(head(ey)+ k. Let the tail aud bead of e be

el
0
called u and v, and define r as the minimum number of registers on any
the host to u in S, and define r' as the corresponding
r+lag(u) holds

beeause the lag of the the host is 0 and the additions and subtractions of

path from
minimum number in 8. The relatonship ro=
Jags of the intenmediate vertices cancel along any path from the host to
. Thus the minimal number d of registers delaying any signal from
the host to'el, is given by



1=
]

= r - weight(e)
(- Iag(u))-i-(wer_’gh[(e')-f— fag () — fug(+))
r! 4+ weight(e'y— lag(v}

1
1

= weight(e"y— lg(v)
= k—lag(v).
Consequently, no signal originating at the hhost at time £+ L of later can

be propagatcd to nlo until at least time ¢ +1 +d > 1—lag(¥)+k, which

completes the demonstration that predicate P is well-defined.

Recall that system S is in configuration ¢ at time t and the goal of -

the proof is to prove the existence of a configuration ¢! of 8’ such that

_the hehavior of 8" mimics the behavior of § from tme fy oonward, Let
¢' be that configuration of ' in which, for each register output wire
e'lk, the register whose output is asserted on €| i holds the \-raluc
value(ely, 1y lag{head(e)+ k). Dy the argument used to show the
well-delinedness of P. all the valucs spegified are well-d_eﬁned and
independent of Lhe actions of the host atany time later than £

Suppose that g’ is started at time 4 in cqnﬁguration ¢ while 8 is -

allowed to conlinue from configuration ¢, and suppose that all host
outputs in 8" are identical to the corresponding host outputs in S at all
limes from I, onward. We complete the proof by verifying in order the
Following asscrtions, where ¢ is any time greater than or equal to f, in
Assertons (i) throagh (wif).

(1) Plx. 1) for cvery regisier oulput x in8

(ify PLx, {] for every hust output x in s’

(i) §F P[x, 1] for every predecessor x of a functional output ¥ '
in &', then Ply, 1}

(#v) If Plx, ¢] for every register output x in 8!, then PLy, (] for
cvery wire y in 8. '

(v) W P[x. ¢} for every wire x in S" then Ply, ¢ +1] for every
register output y in 5.

(w) Plx, f] for cvery wire x in §'.

(vif) All wircs carrying outputs from 5’ tp the host at time ¢
carry the same valucs as the corresponding wires in S at
time {.

Asscrtion (7} follows directly from the definition of ¢,

To verify Assertion (if), let x be any host output in ', and let v be

the vertex at the head of the edge &' that contains x. Then, since host
outputs are always the same in S and S, it follows that

value(x, 1) = value(e'| 13}

weight(e')'

value(e|

1l

weight(e)' ’)

‘!a[“e(clwc[ghl(e')-l—[)— fag(ry l)
= -.=a!ue(e|u, t—lag(v)+ weight(e')).

3

e verily assertion Asserdon (4 consider any functional output y,
o o be the edee 1 i = ! i o
let e be the edge on which wire y lics, thatis, y "l‘lwvfsh!(cl')‘ and let
« and v Le the tail and head of ef respectively, Suppose the predicate
Plx. ¢] holds for any predecessor x = esly of y'in ', Then for cach

such x we have

vl ue(x, 1) w‘r!ue(ez|0. t- [ag(head(ez)))

il

l'ﬂ[l"-’(leo. —lag(i)).

Since the functional clements at 1 in S and s’ arc tdentical,

value{y, 1) = t—lag(u))

vﬁlue(eﬂ
wz{ue(ello‘ 1= lug{r)+ u.'ez]g;.ﬁ'n!(e1 ))

weighl(el)‘

mhm(el]o, { - fug(v}+ wer'ght(e]’)),

and hencé Py, ¢ hwlds.

Assertion (iv) follows from Assertion (i) by indsiction over the

purtiat order imposed on ke wires by the predecessor relation, where
the base step is supplied by the hypothesis of the asserdion togelher with
Asscrtion (it).

To demonstrate Assertion (v), notice for any register putput e’ o

mhu'(e']k, r+1) valw(c"]k e )
’ ﬁzllue(elo, — Iag(f:ead(e))-k k+1) ‘

vafue(ely, (£ + 1)~ lag(hend(e)) + k). -

it

1}

Asserion (v} follows by induction from Asscrtion (iv) and
Asserlion (v) using Assertion (i) as the base step.

Assertion (vif) is simply Assertion (i} restricted to wires of the form
e'l, where head(e'y is the host. O
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