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Abstract

View-oriented group communication services are widely used
for fault-tolerant distributed computing. For applications in-
volving coherent data, it is important to know when a process
has a primary view of the current group membership, usu-
ally defined as a view containing a majority out of a static
universe of processes. For high availability in a system where
processes can join and leave routinely, some researchers have
suggested defining primary views dynamically, depending on
having enough members in common with recent views.

We present a new formal automaton specification, DVS,
for the safety guarantees made by a practical group commu-
nication service providing a dynamic notion of primary view.
We demonstrate the value of DVS by showing both how it
can be implemented and how it can be used in an applica-
tion. First, we present a distributed algorithin based on a
group membership algorithm of Lotem, Keidar and Dolev;
our version integrates comrmunication with the membership
service, uses information from the application processes say-
ing when a view has been prepared for computation by the
application, and uses a static view-oriented service internally.
We prove that this algorithm implements DvS. Second, we
present an application algorithm that is a variant of an al-
gorithm of Amir, Dolev, Keidar, Melliar-Smith and Moser,
modified to use DvS instead of a static service. We prove
that it implements a (non-group-oriented) totally-ordered-
broadcast service.

1

View-oriented group communication services have become
important as building blocks for fault-tolerant distributed
systems. Such a service enables application processes located
at different nodes of a fault-prone distributed network to op-
erate collectively as a group, using the service to multicast
messages to all members of the group. Each such service is
based on a group membership service, which provides each
group member with a view of the group; a view includes a
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list of the processes that are members of the group. Messages
sent by a process in one view are delivered only to processes
in the membership of that view, and only when they have the
same view. Within each view, the service offers guarantees
about the order and reliability of message delivery. Examples
of view-oriented group communication services are found in
Isis [4], Transis (8], Totem [22], Newtop [11], Relacs (2], and
Horus [24].

For maximum usefulness, system building blocks should
have simple and precise specifications of their guaranteed
behavior. Producing good specifications for view-oriented
group communication services is difficult, because these ser-
vices can be complicated, and because different such services
provide different guarantees. Examples of specifications for
group membership services and view-oriented group commu-
nication services appear in (3, 5, 6, 9, 14, 15, 21, 25, 26].
In [12], we presented a specification, Vs, for a view-oriented
group communication service. This speciﬁcation consists of
a state machine expressing safety requirements, plus a timed
trace property expressing conditional performance and fault-
tolerance requirements. We used this specification as the ba-
sis for proving the correctness of a complex totally-ordered-
broadcast algorithm based on [17, 1].

The vs service produces arbitrary views, with arbitrary
membership sets. However, in many applications of vs, es-
pecially those with strong data coherence requirements, the
application processes perform significant computations only
when they have a special type of view called a primary view.
For example, a replicated database application might only
perform a read or write operation within a primary view,
in order to ensure that each read receives the result of the
last preceding write, in some consistent order of the oper-
ations. In this setting, a primary view is typically defined
to be one whose membership comprises a magjority of the
universe of processes, or more generally, a qguorum in a pre-
defined quorum set in which all pairs of quorums intersect.
The intersection property permits information flow from any
previous primary to a newly formed one.

Pre-defined quorum sets can yield efficient implementa-
tions in settings where the system configuration is relatively
static. However, they work less well in settings where the
configuration evolves over time, with processes joining and
leaving the system. For such a setting, a dynamic notion
of primary is needed, one that can change to conform with
the system configuration. A dynamic notion of primary still
needs to maintain some kind of intersection property, in or-
der to permit enough information flow between successive
primary views to achieve coherence. For example, each pri-
mary view might have to contain at least a majority of the
processes in the previous primary view. Several dynamic vot-
ing schemes have been developed to define primaries adap-
tively [7, 10, 16, 18, 23].

In partlcular Lotem, Keidar, and Dolev [18] have de-
scribed an implementation of a group membership service
that yields only primary views, according to a dynamic no-



tion of primary. An interesting feature of their work is that
it points out various subtleties of implementing such a mem-
bership service in a distributed manner — subtleties involving
different opinions by different processes about what is the
previous primary view. These difficulties have led to errors
in some of the past work on dynamic voting. The algorithm
of [18] copes with these subtleties by maintaining informa-
tion about a collection of primary views that “might be” the
previous primary view. The service deals with group mein-
bership only, and not with communication. Lotem et al.
prove that their protocol satisfies the following condition on
system executions: any two (primary) views that occur in
an execution are linked by a chain of views where for every
consecutive pair of views in the chain, there is some process
that “knows” it belongs to both views.

In this paper, we present a new formal automaton spec-
ification, Dvs, for the safety guarantees made by a practical
dynamic view-oriented group communication service. This
service is inspired by the implementation of Lotem et al.,
but integrates communication with the group membership
service.

We demonstrate the value of our DvS specification by
showing both how it can be implemented and how it can
be used in an application. First, we consider an implemen-
tation that is a variant of the group membership algorithm
of Lotem et al.; our variant integrates communication with
the membership service, uses “registration” information from
the application processes saying when a view has been pre-
pared for computation by the application, and uses a static
view-oriented service (a version of vs) internally. We prove
that this algorithm implements DVS, in the sense of trace in-
clusion. The proof uses a (single-valued) simulation relation
and invariant assertions. The key to the proof is an invariant
expressing a strong condition about nonempty intersections
of views; the proof of this depends on relating a local check
of magjority intersection with known views to a global check
of nonempty intersection with existing views.

Second, we consider an application algorithm that is a
variant of an algorithm in [17, 1, 12], modified to use DVS
instead of a static view-oriented service. The modified al-
gorithm uses the registration capability to tell the DvsS ser-
vice that information has been successfully exchanged at the
beginning of a new view. We show that it implements a
(non-group-oriented) totally-ordered-broadcast service. This
proof also uses a simulation relation and invariant assertions.

We have designed our DVS specification to express the
guarantees that are useful in verifying correctness of appli-
cations that use the service. Among previous work, two dif-
ferent sorts of specifications for a primary group service are
notable. Work by Ricciardi and others [26] is expressed in
temporal logic on consistent cuts; the idea of their specifi-
cation is that on any cut, there are no disjoint sets of pro-
cesses such that each set is collectively aware of no mem-
bers outside that set. Lotem et al. [18] use a property of an
execution, which was previously defined by Cristian [6] for
majority groups and that links any two (primary) views by a
chain of views where every consecutive pair of views includes
a process that “knows” it belongs to both views. As far as
we know, these previous specifications have not been used to
verify any applications running above them.

An important feature of our specification is our careful
handling of the interface between the service and the applica-
tion. When a new view starts, applications generally require
soine initial pre-processing to prepare for ordinary computa-
tion. For example, applications involving coherent data need
to collect knowledge of changes from previous views, before
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allowing further activity. Our specification does not assume
that information flows from one view to another merely be-
cause some process joins both. Instead, we treat the ex-
change of information as application-specific: We ask each
application process to indicate, with a recisTer event, when
it has received all the needed information from other mem-
bers of the new view v. When all members have registered
v, the application has gathered all information it needs from
previous views, and the service no longer needs to ensure
intersection in membership between views before v and any
subsequent ones that are formed. In contrast, in a specifi-
cation based on a chain of views with common membership
of successive pairs, one must have the application-level state
exchange piggybacked on messages within the group man-
agement layer.

Our specification also omits some features of existing dy-
namic primary view management algorithms. For example,
Isis [4] guarantees that processes that move together from
one view to the next receive exactly the same messages in
the first view. These properties are not needed to verify ap-
plications such as the one giving a totally-ordered broadcast.
Of course there may be other applications that do require
these stronger properties.

2 Mathematical foundations

We write A for the emnpty sequence. If a is a sequence then |a)
denotes the length of a. If a is a sequence and 1 <7 < j < |a|
then a(i) denotes the ith element of a and a(i..j) denotes
the subsequence a(i),a(i + 1),...,a(j) of a. The head of a
nonempty sequence a is a(1). A sequence can be used as a
queue: the append operation modifies the sequence by con-
catenating it with a new element and the remove operation
modifies the sequence by deleting its head.

If @ and b are sequences, a finite, then a+b denotes the
concatenation of a and b. We sometimes abuse this notation
by letting a or b be a single element. We say that sequence a
is a prefir of sequence b, written a < b, provided that there
exists ¢ such that a+c = b. A collection A of sequences is
consistent provided that a < bor b < a for all a,b € A. If
A is a consistent collection of sequences, we define lub(A) to
be the minimum sequence b such that a < b for all a € A.

If S is a set, then segof (S) denotes the set of all finite
sequences of elements of S. If a € seqof(S) and f is a partial
function from S to T whose domain includes the set of all
elements of S appearing in a, then applytoali(f,a) denotes
the sequence b such that length(b) = length(a) and, for i <
length(b), b(2) = f(a(3)).

If S is a set, the notation S, refers to the set SU{L}. If
R is a binary relation, then we define dom(R), the domain
of R, to be the set (without repetitions), of first elements
of the ordered pairs comprising relation R. If f is a partial
function from S to T, and (s,t) € S x T, then f & (s, 1) is
defined to be the partial function that is identical to f except
that f(s) =t

P denotes the universe of all processors,’ and M the uni-
verse of all possible messages. G is a totally ordered set
of identifiers used to distinguish views, with a distinguished
least element go. A view v = (g, P) consists of a view identi-
fier g € G and a nonempty membership set P C P; we write
v.5d and v.set to denote the view identifier and membership
set components of v, respectively. V denotes the set of all
views, and vg = {go, Po) is a distinguished initial view.

We describe our services and algorithms using the I/O
automaton model of Lynch and Tuttle [20] (without fairness).

We use “processor” and “process” interchangeably.



Signature:

Input: VvS-GPSND(m)p, m € M, p€ P Output:
Internal:  VS-CREATEVIEW{v), v € V

VvS-ORDER(m, p,g), mE€ M, peP,g€§
State:

created € 2V, init {vo}
for each p € P:

current-viewid[p] € G, init go if p € Po, L else
for each g € G:

queuelg] € seqof (M x P}, init A

Transitions:
internal VS-CREATEVIEW(v)
Pre: Vw € created : v.id > w.id

. created = crea 3
ILII: CTeares (= CTEa v

output VS-NEWVIEW(v),
Pre: v € created
v.id > current-viewid[p]
Eff: current-viewid[p] := v.id

input vs-GPSND(m),
Eff: if current-viewid{p] # L then

append m to pendin

; ol
appena m ¢ penaging

VS-GPRCV(M)p q, M € M, p,g € P
VS-SAFE(m)p_‘q, meM,pqgeP,
VS-NEWVIEW(V)p, v € V, p € v.sel

foreachpe P, g € G:
pending(p, g) € seqof(M), init A
next{p,g) € N”°, init 1
nezl-safelp, g] € N>°, init 1

internal Vs-ORDER(m, p, g)
Pre: m is head of pending{p, g]

Eff: remove head of pendinalp, ol
Efl: remove head of pendin P 2!

append (m,p) to queue|g]

output VsS-GPRCV(m), 4, choose g
Pre: g = current-viewid|q]
queue|g](nect|q, g]) = (m, p)
Eff: nezi|q, g] := neztq, g] +1

output VS-SAFE(m)p 4, choose g, P
Pre: g = current-viewid|q)
{g, P) € created
queue[g](next-safe(q, g]) = (m,p)
for all r € P:
nert[r, g] > next-safe(q, g|
Eff: nest-safelq, g] := next-safe[q, g] +1

Figure 1: vs (modified version)

The model and its proof methods are described in Chapter 8
of [19]. We use the termn refinement to denote a single-valued
simulation relation.

3 The vs specification

In this paper we use a modified version of the group commu-
nication service, vs, defined in [12], and we refer the reader
to the informal service description in that paper. The orig-
inal vs service assumes that every processor in the universe
P is a member of the initial view. In our setting the initial
view is defined to be the distinguished initial view vo, and
we modify the specification of vs to reflect this fact. The
modified specification is given in Figure 1. The fact that vs
allows views to be created only in order of view identifier
is unimportant: weakening this requirement to allow out-of-
order view creation would not change the external behavior,
because vs-NewviEw actions are constrained to occur in order
anyway.

Invariant 3.1 (vs)

If v,v' € created and v.id = v'.id, then v = v'.

4 The Dvs specification

Our DVS specification differs from the vs specification in the
following ways: (1) pvs-recister actions allow a client of the
service to notify the service that it is ready to begin operating
in a new view. This information is recorded in new variables,
registered[g], g € G. (2) New variables, attempted[g], g € G,
are introduced to remember which views have been reported
to each process. (These are used in the proofs.) Also, new
derived variables are introduced to remember which views
have been attempted or registered at some member or all
members. (3) The action pvs-createview only creates primary
components, whereas the vs-creareview is unconstrained (ex-
cept for increasing ids). The specification is given in Figure 2.
In this specification, M. C M denotes the set of messages
that clients may use for communication.

The most interesting part of the DVS specification is the
transition definition for pvs-createview(v). The precondition
specifies the properties that a view must satisfy in order to be
considered primary. For example, the precondition says that
v.set must intersect the membership set of all previously-
created smaller-id views w for which there is no intervening
totally registered view — that is, the set of all “possible pre-
vious primary views”. Since (for convenience) we allow out
of order view creation in DVS, we also include a symmetric
condition for previously-created larger-id views.

DVS informns its clients of view changes using pvs-newview
actions. Even though views can be created out of view id
order, the notification to each client is consistent with that
order. Not every client needs to see every view. DVS allows
the client at each processor p to “register” the current view
at p with an action pvs-recister,. With this action, the client
at p informs the service that it has obtained whatever infor-
mation the application needs to begin operating in the new
view. For many applications, this will mean that p has re-
ceived messages from every other member, reporting its state
at the start of the new view.

DVS allows a processor p to broadcast a message m using a
pvs-Gpsnp(m), action, and delivers the message to a processor
g using a pvs-GPRCV(m),,, action. DVS also uses a DVs-SAFE(m)p,q
action to report to processor ¢ that the earlier message m
from p has been delivered to all members of the current view
of g. DVS guarantees that imessages sent by a processor p
when the current view of p is v are delivered only within
view v (i.e., only to processors in v.set whose current view is
v). Moreover, each processor receives messages in the same
order as any other processor and without gaps in the sequence
of received messages; however, some processors may receive
only a prefix of the sequence of messages received by other
Processors.

Invariant 4.1 expresses the key intersection property guar-
anteed by DVs; this is weaker than the intersection property
required by static definitions of primary views, which says
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Signature:

Input: DVS-GPSND(m)p, m € M., p € P ;
DVS-REGISTERp, p € P Output:
Internal: DVS-CREATEVIEW(v), v € V
DVS-ORDER{m,p, g}, m € M., pE P, g€ G
State:

DVS-GPRCV(M)p ¢, M € M., p,q € P
DVS-SAFE(m)p o, m € M., p,q €P
DVS-NEWVIEW(v)p, v € V, p € v.set

foreach p € P, g € G:

created € 2V, init {vo}
for each p € P:
current-viewid[p) € G, init go if p € Py, L else
for each g € G:
queuelg] € seqof (M. x P), init A
attempted]g] € 27, init Py if g = go, {} else
registered(g] € 27, init Py if ¢ = go, {} else

pending(p, g] € seqof{M.), init A
next[p, g] € N0, init 1
next-safe[p, g € N>, init 1

Derived variables:
Att € 2V, defined as {v € created | attempted[v.id] # {}}
TotAtt € 2V, defined as {v € created | v.set C attempted[v.id]}
Reg € 2V, defined as {v € created | registered[v.id] % {}}

TotReg € 2V, defined as {v € created | v.set C registered|v.id]}

Transitions:
internal DVS-CREATEVIEW(v)
Pre: Vw € created : v.id # w.id
Vw € created :

Jz € TotReg : w.id < w.id < v.id
or 3x € TotReg : v.id < x.id < w.id
or v.set N w.set # {}

Eff: created:= createdU {v}

output DVS-NEWVIEW(v),

Pre: v € created
v.id > current-viewid|p]
current-viewsd{p] := v.id
attempted|g) := attempted(g) U {p}

Eff:

input DVS-REGISTER
Eff: if current-viewid[p] 3 L then
registered|current-viewid[p]] :=
registered|current-viewsd[p)] U {p}

input DVS-GPSND(m),
Eff: if current-viewid[p] 3 L then
append m to pending|p, current-viewid|p]}

internal DVS-ORDER(m, p, ¢)
Pre: m is head of pending(p, g]
Eff: remove head of pending(p, g]
append (m,p) to queuelg]

output DVS-GPRCV(m)p, 4, choose g
Pre: g = current-viewid|q]
queuelg](nestig, g]) = (m, p)
Eff: nexilq, g] := nestlq, g] +1

output DVS-SAFE(M)p, 4, choose g, P
Pre: g = current-viewid[q]
{g, P) € created
queue[g](next-safe(q, g]) = (m,p)
for all r € P:
next[r, g] > next-safelq, g}
Eff: next-safelq, g] := next-safelq, g} +1

Figure 2: DVS

that all primary components must intersect. This invariant
is our version of the correctness requirement for dynamic
view services that two consecutive primary views intersect.

Invariant 4.1 (DVSs)
If v,w € created, v.id < w.id, and there is no x € TotReg
such that v.1d < z.id < w.id, then v.set Nw.set # {}.

Invariant 4.2 says that if a view w is totally attempted,
then no earlier view v can still be “active”.

Invariant 4.2 (Dvs)
Ifv € created, w € TotAtt, and v.id < w.id, then there exists
D € v.set with current-viewid[p] > v.id.

5 An implementation of Dvs

We now give an algorithm that implements the DVS service, in
the sense of inclusion of sets of traces. We build the algorithm
on top of the vs service and we use ideas from [18]. The
overall system consists of an automaton Vs-TO-DVS,, for each
p € P, and vs.

5.1 The implementation

The automaton VS-TO-DVS, is given in Figure 3. VS-TO-DVS,
uses special non-client messages, tagged either with “info” or
“registered”. Thus, we use M = M. U ({ “info”} x V x 2¥)U
{ “registered”}, where M_. is the set of all client messages and
M is the universe of all messages. The attempted, reg, and
info-sent state variables are not needed for the algorithm,
but only for the proofs.
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VS-TO-DVS,, acts as a “filter”, receiving vs-Newview inputs
from the underlying vs service and deciding whether to ac-
cept the proposed views as primary views. If vs-TO-Dvs,
decides to accept some such view v, it “attempts” the view
by performing a pvs-Newview(v) output. For each v, we think
of the DVS internal pvs-createview(v) action as occurring at
the time of the first pvs-Newview(v) event.

According to the DVS specification, the algorithm is sup-
posed to guarantee nonempty intersection of each newly-
created primary view v with any previously-created view w
having no intervening totally registered view — a global condi-
tion involving nonempty intersection. The VS-TO-DVS, pro-
cessors, however, do not have accurate knowledge of which
primary views have been created by other processors, nor
of which views are totally registered. Therefore, the pro-
cessors employ a local check of majority intersection with
known views, rather than a global check of nonempty inter-
section with existing views. Specifically, each vs-TO-DVS,
keeps track of an “active” view act, which is the latest view
that it knows to be totally registered, plus a set of “am-
biguous” views amb, which are all the views that it knows
have been attempted (i.e., have had a pvs-Newview action per-
formed someplace), and whose ids are greater than act.id.
We define use = {act} U amb. When VS-TO-DVS, receives a
vs-NEWVIEW(v) input, it sends out “nfo” messages containing
its current act and amb values to all the other processors
in the new view, using the VS service, and then waits to re-
ceive corresponding “info” messages for view v from all the
other processors in the view. After receiving this information



Signature:

Input: DVS-GPSND(m),, m € M. Internal:
DVS-REGISTER p Output:
VS-NEWVIEW(v)p, v € V, p € v.set
VS-GPRCV(m)g,p, M E M, q € P
VS-SAFE(mi)g,p, M E M, q € P

State:

cur € V., init vg if p € Py, L else
client-cur € V_, init vg if p € Po, L else
act € V, init vo
amb € 2V, init {}
attempted € 2V, init {vo} if p € Po, {} else
for each g € G
masgs-to-vs[g] € seqof (M), init A
msgs-from-vs(g] € segof (M. x P), init A
safe-from-vs(g] € seqof(M. x P), init A
reglg] a bool, init true if p € Pp and g = go, false else
info-sentfg] € (V x 2¥) L, init L

Transitions:
input VS-NEWVIEW(v),
Eff: cur:=v

append { “info”, act, amb) to
msgs-to-vs|cur.id]
info-sent{cur.id] ;= (act, amb)

input vs-GPRCV({ “info”, v, V))q.p
Eff: info-rcvdlq, cur.id) := (v, V)
if v.id > act.id then act:= v
amb := {w € ambU V | w.id > act.id}

input vs-SAFE({ “info”, v, V))q.»
Eff: none

output DVS-NEWVIEW(v),

Pre: v = cur
v.id > client-cur.id
Vg € v.set, g # p : info-rcvd(q, v.id] # L
Yw € use : |v.set N w.set] > |w.set|/2
amb := ambU {v}
attempled := attempted U {v}
client-cur:= v

Eff:

input DVS-REGISTER,,
Eff: if client-cur # L then
reglclient-cur] := true
append { “registered”) to msgs-to-vs|client-cur.id)

input vs-GPRCV({ “registered”))q.»
Eff: rcvd-rgsf{cur.id, g] := true

DVS-GARBAGE-COLLECT{(¥),, v € V
VS-GPSND(m),, m € M
DVS-NEWVIEW(¥)p, v € V, p € v.set
DVS-GPRCV(mM)q,p, m € M, g € P
DVS-SAFE(M)q,p, M € M., ¢ € P

foreach g€ G, g€ P
info-rcudlg, g) € (V x 2V) L, init L
revd-rgsi[q, g] a bool, init false

Derived variables
use € 2¥, defined as use = {act} U amb

input vs-SAFE(( “registered”))q »
Eff: none

internal DVS-GARBAGE-COLLECT(v),

Pre: Vg € v.set : rcvd-rgsf{v, g} = true
v.id > act.id
Eff: act:=v

amb := {w € amb | w.id > act.id}

input DVS-GPSND(m)p
Eff: if client-cur.idp # L then
append m to masgs-to-vs{client-cur.id]

output Vs-GPSND{m),
Pre: m is head of msgs-to-vs|cur.id]
Eff: remove head of msgs-to-vs[cur.id]

input vs-GPRCV(m),,», Wwhere m € M.,
Eff: append {m,q) to msgs-from-vs{cur.id]

output DVS-GPRCV(m)q p
Pre: {m,q) is head of msgs-from-vs[client-cur.id)
Eff: remove head of msgs-from-vs|client-cur.id]

input VS-SAFE(m)g,, where m € M,
Eff: append (m,q) to safe-from-vs|cur.id)

output DVS-SAFE(m),
Pre: {(m,g) is head of safe-from-vs|client-cur.id]
Eff: remove head of safe-from-vs|client-cur.id]

Figure 3: vs-TO-DVS,

(and updating its own ect and amb accordingly), VS-TO-DVS,
checks that v has a majority intersection with each view in
use. If so, vS-TO-DVS,, performs a pvs-Newview, output.
Then the clients can use the communication system to ex-
change state information as needed for processing in view v.
When client at p has obtained enough information, it “regis-
ters” the view by means of action pvs-recister,, which causes
processor p to send “registered” messages to the other mem-
bers. When a processor receives “registered” messages for a
view v from all members, it may perform garbage collection
by discarding information about views with ids smaller than
that of v. VS-TO-DVS uses VS to send and receive messages.
We define the system DVS-IMPL to be the composition of
all the vs-T0-DVS, automata and vs with all the external
actions of vs hidden. We introduce four derived variables
for pvs-IMPL analogous to those of Dvs, indicating the at-
tempted, totally attempted, registered, and totally registered
views, respectively. They are:
Att = {v € created | (3p € v.set)v € attempted, };
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TotAtt = {v € created | (Vp € v.set)v € attempted,};
Reg = {v € created | (3p € v.set)reg[v.id], = true}; and
TotReg = {v € created | (¥p € v.set)reg[v.id], = true}.

5.2 Invariants

This section contains the main invariants of Dvs-IMPL needed
for the refinement proof in Section 5.3.

Invariant 5.1 {DVS-IMPL)
If v € attempted, and g € v.sel then cur.idy > v.id.

Invariant 5.2 (DVS-IMPL)

1. act, € TotReg.

2. If w € amb, then act.id, < w.id.

8. If client-cur, # L and w € {actp} U amb,, then w.id <
client-cur.id,.

4. If info-sent(gl, = (z, X) then z € TotReg.

5. If info-sent[g], = (z,X) and w € X then z.14d < w.id.

6. If info-sent[gl, = (z, X} and w € {z}U X then wid < g.



Invariant 5.3 says that certain views appear in “info” mes-
sages, unless they have been garbage-collected.

DVS-1 o)
J.nvarlanb O O UJ b d lVll‘L-}

1. If info-sent[g], = (z, X) and w € attempted,,
w € {z}UX orw.id < z.1d.

2. If info-rcvdlg, glp = {2, X) and w € {x} U X, then either
w € use, or w.id < act.id,.

Invariant 5.4 says that two attempted views having no inter-
vening totally registered view, and having a common mem-
ber, g, that has attempted the first view, must intersect in a
majority of processors. This is because, under these circum-
stances, information must flow from g to any process that
attempts the second view.

Invariant 5.4 (DVS-IMPL)

Suppose that v € attempted,, q¢ € v.set, w € attempted,,
w.id < v.id, and there is no x € TotReg such that w.id <
z.4d < v.id. Then |v.set Nw.set] > |w.set|/2.

Proof: By induction on the length of an execution.
Base:

then either

In the initial state, only vg is attempted, so the hy-
potheses cannot be satisfied. Thus, the statement is vacu-
ously true.

Inductive step: Fix any step (s,w,s’), where s is reachable,
and assume the invariant is true in state s. We show that
it is true in §'. So fix v, w, p, and ¢, and assume that v €
s .attempted,,, q € v.set, w € §'.attempted,, w.id < v.id, and
there is no = € s’.TotReg such that w.id < z.id < v.id. Then
also there is no x € s.JotReg such that w.id < z.id < v.id.
We consider four cases:

1. v € s.attempted, and w € s.attempted . Then the state-
ment for s implies that |v.setNw.set| > |w.set|/2, as needed.
2. v ¢ s.attempted, and w ¢ s.attempted,. This cannot
happen because we cannot have both v and w becoming at-
tempted in a single step.

3. v ¢ s.attempted, and w € s.attempted,. Then m must
be pvs-NEWVIEW(),. By the precondition o? 7« we have that
s.info-rcvd(g, v.id], = (z,X) for some z and X. It follows
that s.info-sent{v.id}, = (z,X). Then Invariant 5.3 implies
that either w € {x} U X or w.id < z.id. If w.id < z.id, then
we obtain a contradiction, because z € s.TotReg (by Invari-
ant 5.2) and z.td < v.id (by Invariant 5.2). So w € {z} U X.
Now by Invariant 5.3 we have that either w € s.use, or
w.id < s.act.idy. In the former case, by the precondition of
=, we have |v.set N w.set| > |w.set|/2. In the latter case, we
obtain a contradiction, because s.act, € TotReg (by Invariant
5.2) and Invariant 5.2 implies that s.act.id, < s.client-cur, <
s.curp = v.id. 4. v € s.attempted, and w ¢ s.attempted,.
Then 7 must be pvs-newview(w),. But this cannot happen:
Since v € s.attempted, and ¢ € wv.set, Invariant 5.1 im-
plies that s.cur.id, > wv.id. Since v.id > w.id, we have
s.cur.id; > w.id. But the precondition of action 7 requires
s.cur.id, = w.id, so 7 is not enabled in s. 0

Invariant 5.5 says that any attempted view v intersects the
latest preceding totally registered view w in a majority of
members of w.

Invariant 5.5 (DVS-IMPL)

Suppose that v € Att, and w € TotReg, w.id < v.id, and
there is no x € TotReg such that w.id < z.id < v.id. Then
|v.set N w.set| > |w.set|/2.

Proof: By induction on the length of an execution.

Base: In the initial state, fix v and w satsifying the hypothe-
ses. The first two assuinptions imply that v = w = ve. But
then the third assumption w.id < v.id is false. Thus, the
hypothesis of the statement is false, so the statement is vac-
uously true.
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Inductive step: Fix auy step (s,w,s’), where s is reachable,
assume the invariant is true in state s, and show that it is
true in §'. So fix v and w, and assumne that v € s’ Att, w €
s’ . TotReg, w.id < v.id, and there is no = € s'.TotReg, w.id <
z.1d < v.1d. We cousider four cases:

1. v € s.Att and w € s.TotReg. Then the statement for s
implies that |v.set Nw.set| > fw.set|/2, as needed.

2. v ¢ s. Att and w ¢ s.TotReyg. This cannot happen because
we cannot have both v becoming attempted and w becoming
totally registered in a single step.

3. v ¢ s Alt and w € 8. TotReg. Then 7 must be pvs-

NEwVIEW(v), for some p. The precondition of w implies that,
|11 setNy qu > |1:.epf|/‘7 Hence to

We

for any view ¥ € s.use,

L0 all U3y,

prove the clann it is enough to prove that w € s.usep.
proceed by contradiction assuming that w ¢ s.use,.
By Invariant 5.2, s.use, N s.TotReg # {}. Let m be the
view in 8. TotReg N s.use, having the biggest identifier. We
know that m # w because w ¢ s.use,. It follows then that
m.id # w.id. We claim that m.id < w.id. Suppose for the
sake of contradiction that m.id > w.id. Since m € s.use,, In-
variant 5.2 implies that m.id < s.client-cur, < s.cur, = v.id.
So w.id < m.id < v.id. Since m € s'.TotReg, this contradicts
the hypothesis of the inductive step. Therefore, m.id < w.id.
Let n be the view in s.TotReg that has the smallest id strictly
greater than that of m. Note that m.id < n.id < w.id < v.id.
Since m € s.use,, the precondition of 7 implies that |v.set N
m.set] > |m.set|/2. By the statement applied to state s,
|n.setNm.set| > |m.set]/2. Hence there exists a processor q €
v.setNn.set. By the precondition of 7, s.info-revd[g, v.id}, =
{z, X} for some z, X. Invariant 5.2 implies that r.id < v.id.
Since n € s.TotReg, we have that n € s.attempted, . Then In-
variant 5.3 (used with w = n) implies that either w € {z}UX
or w.id < z.4d. In either case, {x} U X contains a view
y € 8.TotReg (either w or z) such that n.id < y.id < v.id.
Then Invariant 5.3 implies that either y € s.use, or y.id <
s.act.id,. By Invariant 5.2, s.act, € s.7TotReg and by defini-
tion, s.act, € s.usep. So in either case, the hypothesis that
m is the totally registered view with the largest id belonging
to s.use, is contradicted.

4. v € s. Att and w ¢ s.TotReg. Then m must be pvs-recISTER,
for some p. Let m be the view in 8.TotReg with the largest
id that is strictly less than w.id. By the statement for s, we
know that |w.set N\ m.set] > |m.set|/2 and |v.set N m.set] >
[m.set|/2. Hence there is a processor g € w.setN v.set.

Since v € s.Att, there exists a processor r such that v €
s.attempted_; thus also v € s'.attempted, . Since w € s'.Tot Reg,
we have that w € s’.attemptedq‘ By assumption, there is no
view £ € s .TotReg such that w.id < z.id < v.id. By In-
variant 5.4 applied to state s’ (with p = r), we have that
|v.set N w.set] > jw.set]/2, as needed. 0

The final invariant, a corollary to Invariant 5.5, is instrumen-
tal in the refinement proof.

Invariant 5.6 (DVS-IMPL)
If v,w € Att, wid < v.id, and there is no x € TotReg with
w.id < z.id < v.id, then v.set Nw.set # {}.

Proof: Suppose that v and w are as given.
two cases.

1. w € TotReg. Then since there is no z € TotReg with w.id <
z.id < v.d, it follows that w is the view with the largest id
in the set {y € TotReg : y.id < v.id}. Then Invariant 5.5
implies that |v.set N w.set| > |w.set|/2, which implies that
v.set Nw.set # {}, as needed.

2. w & TotReg. Thenlet Y = {y € TotReg : y.id < w.id}. We
claim that Y is nonempty: We know that vo € TotReg and
that ve.id < w.d. If vo.id = w.id, then by Lemma 3.1, we

We consider



have w = vo. But then w € TotReg, a contradiction. So we
must have vo.id < w.id, which implies that vo € Y, s0 Y is
nonempty.

Now fix z to be the view in ¥ with the largest id. Since there
is no z € TotReg with w.id < z.id < v.id, it follows that z
is also the view with the largest id in the set {y € TotReyg :
y.id < v.id}. Then Invariant 5.5 implies that |w.setNz.set| >
|z.set|/2 and |v.set N z.set| > |z.set]/2. Together, these two
facts imply that v.set N w.set # {}, as needed. 0

5.3 The refinement

‘We prove that DVS-IMPL implements DVS by defining a func-
tion JF that maps states of DVS-IMPL to states of DVS and
proving that this function is a refinement.

DVS-IMPL uses VS to send client messages and messages
generated by the implementation (“info” and “registered”
messages). The refinement discards the non-client messages.
Thus, if ¢ is a finite sequence of client and non-client mes-
sages, we define purge(q) to be the queue obtained by deleting
any “info” or “registered” messages from ¢, and purgesize(q)
to be the number of “info” and “registered” messages in g.
Figure 4 defines the refinement 7. The fact that F is a re-
finement is shown using two lemmas, 5.7 and 5.8, expressing
the two conditions required by the definition of a refinement:
Lemma 5.7 If s is an initial state of DVS-IMPL then F(s) is
an initial state of DVS.

Lemma 5.8 Let s be a reachable state of DVS-IMPL, F(s)
a reachable state of DvS, and (s,7,s') a step of DVS-IMPL.
Then there s an ezecution fragment o of DVS that goes from
F(s) to F(s'), such that trace(a) = trace(rw).

Proof: By case analysis based on the type of the action .
The only interesting case is where @ = pvs-newvieEw(v),. Then
trace((s,m,s)) = w. Define t = F(s) and t' = F(s'). We
consider two cases:

1. v € t.created. In this case, we set & = (¢, n',t’), where
7' = pvs-Newview(v),. The code shows that =’ brings Dvs
from state ¢ to state t'. It remains to prove that «’ is
enabled in state ¢, that is, that v € t.created and v.id >
t.current-viewid[p]. The first of these two conditions is true
because of the defining condition for this case. The second
condition follows from the precondition of 7 in DvS-IMPL: this
precondition implies that v.id > s.client-cur.id,, and by the
definition of F we have t.current-viewid|[p] = s.client-cur.id,.
2. v ¢ t.created. In this case we set o = (t,#',t", 7", t),
where ©’ = DVS-CREATEVIEW(v),, %' = pvs-Newview(v),, and t’
is the unique state that arises by running the effect of %’ from
t. The code shows that o brings Dvs from state ¢ to state
t'. It remains to prove that #’ is enabled in ¢ and that =" is
enabled in .

The precondition of «’ requires that (i) Vw € t.created, v.id #
w.id and (i) Yw € {.created, either Ir € s5.TotReg satis-
fying w.id < z.id < v.id or v.id < z.id < w.d, or else
v.set N w.set # {}. To see requirement (i), suppose for the
sake of contradiction that w € t.created and w.id = v.id.
The precondition of 7 in DVS-IMPL implies that v = s.cur,,
which implies that v € s.created. Since w € t.created, the
definition of F implies that w € s.attempted  for some gq.
This implies that w € s.created. But then Invariant 3.1
implies that » = w. But this contradicts that fact that
v ¢ t.created and w € t.created. To see requirement (ii),
suppose that w € t.created and there is no z € s.TotReg sat-
isfying w.id < z.4d < v.id or vid < zid < w.ad. Then
w € s.attempted, for some ¢, by definition of F. Part (i)
implies that w # v, so also w € & .attempted . There-

fore, w € s'.Att. We also have v € s .Att. Moreover,
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there is no = € s'.TotReg satisfying w.id < z.id < v.id
or vid < z.id < w.d. Then Invariant 5.6 implies that
v.set N w.set # {}, as needed to prove that =’ is enabled
in t.

We now prove that «”' is enabled in state t’. The pre-
condition of n"" requires that v € ¢’ .created and v.id >
t".current-viewid[p]. The first condition is true because v
is added to created by 7'. The second condition follows from
the precondition of w in DVS-IMPL: The precondition of =
implies that v.id > s.client-cur.id,. The definition of F im-
plies that t.current-viewid[p] = s.client-cur.id,. Moreover,
t".current-viewid[p] = t.current-viewid(p]. It follows that
v.id > " .current-viewid[p]. Thus 7" is enabled in state ¢’

0

Theorem 5.9 Every trace of DVS-IMPL s a trace of DVS.

Proof: Lemmas 5.7 and 5.8 imply that F is a refinement,
which implies the result. 0

6 An application of Dvs

Now we show how to use DVS to implement the totally or-
dered broadcast service TO, defined in [12]. This service ac-
cepts messages from clients and delivers them to all clients
according to the same total order. The implementation con-
sists of an automaton DVS-TO-TO, for each p € P, and the
DVS specification.

6.1 The implementation

The implementation is very similar to the TO implementa-
tion provided in [12]; we refer the reader to the informal al-
gorithm description in that paper. Both algorithms rely on
primary views to establish a total order of client messages.
The main difference is that the algorithm in [12] uses a static
notion of primary and the new one uses a dynamic notion.
The algorithm of [12] is built upon a VS service that reports
non-primary as well as primary views, and uses a simple lo-
cal test to determine if the view is primary. That algorithm
does some non-critical background work (gossiping informa-
tion) in non-primary views. In contrast, the new algorithm
is built upon our DVS service, which only reports primary
views. Thus the new algorithmn is simpler in that it does not
perform the local tests and does not carry out any processing
in non-primary views. On the other hand, in the new algo-
rithm, the application programs must perform pvs-ReGISTER
actions to tell the DvS service when they have “established”
new views. Although the new algorithm appears very similar
to the old one, the fact that the DVS service provides weaker
and more complicated guarantees than the vs service makes
the new algorithm harder to prove correct. Another, minor
difference between this algorithm and that of [12] is the new
handling of initial views. In particular, a delay buffer is used
for client messages, to accommodate messages that might
arrive before a node has any view.

The code for automaton DVS-TO-TO, appears in Figure 5.
In this code, £ = G x N”% x P is the set of labels, with selec-
tors l.id, l.seqno and l.origin. A is the set of messages that
can be sent by the clients of the TO service. C =L x A is
the set of possible associations between labels and client mes-
sages. S = 2€ x seqof (L) x N”° x G is the set of summaries,
with selectors x.con, x.ord, z.next and x.high.

If Y is a partial function from processor ids to sumnmaries,
then we define:
knowncontent(Y') = Usedom(v) Y (g).con,
mazprimary(Y) = max,eom(v){Y (@).high},
mazneztconfirm(Y) = maX,egom(y) Y (q).next,



o t.created = Upeps.attempted,
e for each p € P, t.current-viewid[p] = s.client-cur.id,
for each g € G, t.registered(g) = {pis.
for each p € P, g € G, t.pending[p, g]
= purge(s.queue(g])

reglglp}

for each g € G, t.queuelg]
foreach pe P, g €4,
t.nezt[p, g| = s.nezi{p, g] —

foreach pe P,g€g,
t.next-safelp, g) = s.nezt-safelp, g] —

Let s be a state of bvs-IMPL. The state t = F(s) of DVs is the following.

= purge(s.pending[p, g])+purge(s.msgs-to-vs[gl,)

purgesize(s. queue[g](1..nezt[p, g| — 1)) — |s.msgs-from-vs[glyl|

purgesize(s.queue[g](1..next-safelp, g) — 1)) — |s.safe-from-us[g],|

Figure 4: The refinement F.

reps(Y) = {q € dom(Y) : Y (q).high = mazprimary},
chosenrep(Y) = some element in reps(Y'),

shortorder (Y) = Y (chosenrep(Y)).ord, and

fullorder(Y) = shortorder (Y) followed by the remaining ele-
ments of uullb\lwl.uuuu,uubcub\1 )}7 in label order.

The algorithm involves normal and recovery activity. Nor-
mal activity occurs while a group view is not changing. Re-
covery activity begins when a new primary view is presented
by pvs, and continues while the members combine informa-
tion from their previous history, to provide a consistent basis
for ongoing normal activity.

During normal activity, each client message received by
TO-IMPL is given a system-wide unique label, which is re-
membered in a relation content and communicated to other
processes in the same view using DVS. When a message is re-
ceived, the label is given an order, a tentative position in the
system-wide total order the service is to provide. The consis-
tent sequence of message delivery within each view keeps this
tentative order consistent at members of a given view, but
it need not always be consistent between nodes in different
views. When all members of a view have given a label an
order, the label and its order may become confirmed. This is
deduced by the node from the occurrence of the safe indica-
tion for the message that carried the label. The messages as-
sociated with confirmed labels may be released to the clients
in the given order.

When a new primary view is reported by DVS, recovery
activity occurs to integrate the knowledge of different mem-
bers. First, each member of a new view sends a message,
using DVS, that contains a summary of that node’s state, in-
cluding the tentative order built in its previous view. Once a
node has received all members’ state summaries, it processes
the information in one atomic step, i.e., it establishes the new
view. Once a node establishes a view, it informs DVS of that
fact with a pvs-recister action. Then recovery continues by
collecting the DVs safe indications. Once the state exchange
is safe, all labels used in the exchange are marked as safe
and all associated messages are confirmed just as in normal
processing.

The system TO-IMPL is the composition of all the pvs-
TO-TO, automata and DVS with all the external actions of
DVS hidden. The alistate and allconfirm derived variables
are defined for TO-IMPL just as in [12].

6.2 Correctness proof

The correctness proof for TO-IMPL follows the outline of the
one in {13]. The main difference is that the main invariant,
which corresponds to Lemina 6.17 of [12], requires a different,
more subtle proof. Invariant 6.1 says that any view that is
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known (anywhere in the system state) to be an established
primary was in fact attempted by all its members.

Invariant 6.1 (TO-IMPL)

Ifz € allstate then there ezists w € created such that x.high =
w.id, and for all p € w.set, p € attempted [w.id].

Invariant 6.2 says that if a view w is established, then no
earlier view v can still be active.

Invariant 6.2 (TO-IMPL)
Ifv € created, = € allstate and z.high > v.id then there exzists
p € v.set with current.id, > v.id.

Proof: Fix v, = as given. Lemma 6.1 shows the existence
of w € created such that z.high = w.id, and for all p €
w.set, p € attempted[w.id]. Then Invariant 4.2 implies that
there exists p € v.set with current-viewid[p] > v.id. But
current-viewid [p] = current.id,, which yields the result. []

Finally we provide the proof for the invariant corresponding
to the invariant stated in Lemma 6.17 of [13].

Invariant 6.3 (TO-IMPL)

Suppose that v € created, o € seqof(L), and for every p €
v.set, the following is true:

If current.id, > v.id then established[v.id],

and o < buildorder(p, v.id].

Then for every = € allstate with z.high > v.id, o < z.o7d.

Proof: By induction on the length of the execution. We
present the differences from the proof in [13].

Base: In the initial state, the only created view is vo, and
there is no = € allstate with z.high > go. So the statement is
vacuously true.

Inductive step: Fix any step (s, w,s’), where s is reachable,
assumme the invariant is true in state s, and show that it is true
in 8. So fix v € §'.created and o, and assuine that for every
p € v.set, if &' .current.id, > v.id then &'.established[v.id],
and o < §'.busldorder[p, v.id).

If v ¢ s.created, then m must be cnmmvmw(v) Then
§' . established[v.id], = false for all p. Fix z € &'.allstate amd
suppose that z.high > v.id. Then Invana.nt 6.2 applied to s’
implies that there exists p € v.set with s'.current.id, > v. zd
fix such a p. Then the hypothesis part of the mvarla.nt for s’
implies that s'.established[v.id], = true, a contradiction. It
follows that v € s.created.

As before, the interesting steps are cprcv, steps that pro-
duce a new summary z by delivering the last state-exchange
message of a view w to some processor p. Thus z.high =
w.id. Let z' be the summary of ¢ = chosenrep in &' . gotstate.
We claim z’.high > v.id.

To prove the claim, we let v/ denote the unique element
with highest viewid among the elements of s'.created such



Signature:

Input: BCAST(a)p, @ € A o
utput:  DVS-REGISTER,
DVS-GPRCV(M)g,p, § EP, mECUS DVS-GPSND(m)p, m € C U S
DVS-SAFE(m)q.p,. ¢ € P, meCUS Ve
VS-NEWVIEW( V), v € V BRCV(a) p, @ € A, ¢ €P
DVvs- Yes Internal:  CONFIRMp
State:

current € V_, init vg if p € Po, L else
status € {normal, send, collect}, init normal
content € C, init {}

nextseqno € N9, init 1

buffer € seqof{ L), init A

safe-labels € 2, init {}

order € seqof(L), init A

nextconfirm € N20, init 1

Transitions:

input BCAsT(a),

Eff: append a to delay Eff:

nextreport € N0 init 1

highprimary € G, init go

gotstate, a partial function from P to S, init {}

safe-exch C P, init {}

registered C G, init {go} if p € P, {} else

delay € seqof(A), init A

for each g € G,
established[g], a bool, init false

input DVS-NEWVIEW(v),
current ;= v

nertseqno ;=1

internal LABEL{a), buffer := A
Pre: a is head of delay gotstate := {}
current # 4 safe-exch := {}

e s mnane ad

let m be \uuT:cuo @G, G
content := content U {(m,a)}
append m to buffer
nextseqno ;= necwtseqno + 1
delete head of delay

na.
Ll

1o, p safe-labels := {}
status ;= send

output DVS-GPSND(z),
Pre: status = send

z = (content, order, nextconfirm, highprimary)

output DVS-GPSND{{l, a)), Eff:

Pre: status = normal

status := collect

1 is head of buffer
(I,a) € content
Eff: delete head of buffer

input Dvs-GPRCV({l,a))q p
Eff: content := content U {{l,a)}
order := orderl

1nput DVS-SAFE({l,a))q.p
: safe-labels := safe labels U {1}

internal CONFIRM,
Pre: order(nectconfirm) € safe-labels
Eff: nericonfirm := nextconfirm + 1

input DVS-GPRCV(L)g,p
Eff: content := content U x.con

gotstate := gotstate @ (g, x)

if (don(gotstate) = current.set) A(status = collect) then
nextconfirm := maznericonfirm(gotstate)
order := fullorder(gotstate)
highprimary := current.id
status ;= normal
established[current.id] := true

output DVS-REGISTER,
Pre: current # L
established|current)
current & registered
Eff: registered := registered U {current}

output BRGV(a)q,p

Pre: nextreport < nertconfirm
{order(nextreport),a) € content
g == order(nextreport).origin
nextreport := nexireport + 1

Eff:

Eff:

input DVS-SAFE(Z )4, p
safe-exch := safe-exch U {q}
if safe-exch = curreni.sel then

safe-labels := safe-labels U range{fullorder(gotstate))

Figure 5: DVS-TO-TO,

that v'.id < w.id and §'.registered[v'.id] = v'.set. Let v’ de-
note either v’ or v, whichever has the higher viewid. Invari-
ant 4.1 shows that w.set Nv"”.set # {}, no matter whether
v" is v or ¥'. Fix any element ¢” in w.set N v".set. Re-
call that the condition for establishing a view shows that
domain (s’ .gotstate,) = w. set so by the code, either ¢ €
domain(s. gotstate ) or else ¢’ is the sender of the message
whose receipt is tﬁe step we are examining. In the former
case, let z” be the summary s.gotstate(q"),; in the latter let

" be the summary whose receipt is the event. In either case
we have z'’ € s.allstate[q”’, w.id].

We now show that s.established[v" .id]

two cases:
1. v” =v'. Then q” € v'.set so by definition of v, we obtain
q" € s.registered[v'.id]; therefore, s.established[v'.id] .
2. v’ = v. Because s.allstate[g”,w.id] is non-empty, the
analogue of part 4 of Lemma 6.6 from [13] implies that
s.current.id,r > w.td. We have that z.high > v.id by as-
sumption, and z.high = w.id by the code; therefore, w.id >
v.id. So also s.current.idy,s > v.id. Recall that we are in

We consider
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the case where the hypothesis of this lemma is true. There-
fore, by this hypothesis (uses ¢ € wv.set), we obtain that
s.established[v.id]

By the analogue of Lemma 6.13 from [13], (applied with
qd replacmg p) we obtain z”’.high > v".id. By the definition
of ¢’ as a member that maximizes the high component in the
summary recorded in s'.gotstate, we have z'.high > =" high.
Therefore z’.high > v"’.id > v.id, completing our proof of
the claim. The rest of the proof is as before.

To complete the implementation proof, we define a func-
tion from the reachable states of TO-IMPL to the states of TO
and prove that it is a refinement. This function is defined
exactly as in [12], except that, for each p, the abstract pend-
ing queue t.pending[p] is defined to include an additional tail
cousisting of the contents of s.delay,,.

Theorem 6.4 Every trace of TO-IMPL is @ trace of TO.



7 Discussion

This work deals entirely with safety properties; it remains
to consider performance and fault-tolerance properties as
well. It also remains to study other applications of our DvS
specification, such as replicated data applications and load-
balancing applications.

Another interesting exploration direction considers varia-
tions on the DVS specification, for example, one in which the
state exchange at the beginning of a new view is supported
by the dynainic view service. We are currently studying vari-
ations on our specifications that are more specifically tuned
to systems like Isis and Ensemble. In particular, we would
like to understand the power of the Isis requirement that pro-
cesses that move together from one view to the next receive
exactly the same messages in the first view, especially for
coherent-data applications.

It would also be interesting to generalize the DVS ser-

vice to dynamic sets of primaries rather than individual pri-
maries, in order to allow tolerance of transient failures during
a particular view.
Acknowledgments: We thank Ken Birman, who urged us
to consider the interesting issues of dynamic views. We also
thank Idit Keidar and Robbert van Renesse for discussions
about our DVS specification and our algorithm models and
proofs.
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Abstract

In this paper we present a novel algorithm that implements a totally
ordered multicast primitive for a Totally Ordered Group Commu-
nication Service (TO-GCS). TO-GCS is a powerful infrastructure
for building distributed fault-tolerant applications, such as rorally
ordered broadcast, consistent object replication, distributed shared
memory, Computer Supported Cooperative Work (CSCW) appli-
cations and distributed monitoring and display applications.

Our algorithm is adaptive, i.e., it is able to dynamically alter
the message delivery order in response to changes in the transmis-
sion rates of the participating processes. This compensates for dif-
ferences among participant transmission rates and therefore mini-
mizes fluctuations in message delivery latency. Our algorithm is
thus useful for soft real-time environments where sharp fluctuations
in message delivery latency are not acceptable.

Our solution provides well-defined message ordering seman-
tics. These semantics are preserved even in the face of site and
communication link failures.

1 Introduction

A group communication service with a totally ordered multicast
primitive, Totally Ordered Group Communication Service (TO-GCS),
is a powerful infrastructure for building distributed fault-tolerant
applications. Some of these are rotally ordered broadcast (1, 8,
10, 14, 12], consistent object replication {1, 12], distributed shared
memory [8], Computer Supported Cooperative Work (CSCW) appli-
cations [18] and distributed monitoring and display applications [14].
Due to its importance for distributed computing, TO-GCS has in-
spired a great number of research projects in universities and re-
search institutions world-wide. Isis [3], Horus [20], Totem [2, 16],
Transis [7], Amoeba [11], RMP [22], Delta-4 [17] are only some
of the systems that support TO-GCS.
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In this paper we present a novel total ordering algorithm for
TO-GCS. Our algorithm is adaptive: It is able to dynamically alter
the message delivery order in response to changes in the transmis-
sion rates of the participating processes. This adaptation ability
compensates for differences among participant transmission rates
and thus minimizes fluctuations in message delivery latency. Many
soft real-time applications make certain assumptions about mes-
sage delivery latency, and therefore, sharp fluctuations in message
delivery latency can wreak havoc in these cases. Our algorithm is
thus useful for such applications.

Another important feature of our solution is that it provides
well-defined message ordering semantics. These semantics are re-
quired by existing TO-GCS based applications [1, 8, 12] and are
preserved in spite of both site and communication link failures.
They were first formulated within the framework of the Extended
Virtual Synchrony model [15] and elaborated in [8, 12, 21]. Further
discussion of our algorithm's features appears in Section 1.2.

1.1 Problem Definition

A group communication service (GCS) classically consists of two
main parts: a membership service and a set of multicast services.
The task of the membership service is to maintain a listing of the
currently active and connected processes and to deliver this infor-
mation to the application whenever the membership changes. The
output of the membership service is called a view. The multicast
services deliver messages to the current view members.

The GCS multicast service suite typically consists of a set of
primitives with different ordering/reliability guarantees. The most
important among these is the fotally ordered multicast service, which
guarantees to deliver messages to the current view members in a
consistent order. A GCS with a totally ordered multicast primi-
tive is called a Torally Ordered Group Communication Service(TO-
GCS).

In this paper we concentrate on implementing an efficient to-
tally ordered multicast service within the group communication
framework. We assume that the underlying communication layeris
represented by a basic view synchronous GCS that provides mem-
bership and FIFO multicast services. The minimal requirements of
the underlying GCS appear in Section 2.

The principal correctness requirements imposed by our service



are listed below. They are motivated by existing TO-GCS based
applications {1, 8, 12]:

o A logical rimestamp is attached to every message delivered
by TO-GCS;

e The same timestamp is attached to a message at every pro-
cess that delivers that message. This timestamp is unique
system-wide and remains unique in face of network parti-
tions;

o Every process delivers messages in the order of their times-
tamps;

e The timestamp order complies with the global causal order
on messages [13], ~+ , defined to be the reflexive transitive
closure of the following:

1. m ~» m' if there exists a process p such that m was
sent at p before m';

2. m ~» m’ if there exists a process p such that m’ was
sent at p after n has been delivered at p.

Note that the above requirements imply that (1) any two mes-
sages are delivered in the same order at any process that delivers
both of them, and (2) the message delivery order complies with the
global causal order on messages.

In addition, the service implementation should satisfy the fol-
lowing liveness requirement:

o If a process p receives from the underlying communication
layer an infinite number of messages from every operational
and connected process, then p will eventually deliver ev-
ery message supplied to it by the underlying communication
layer or crash. (We further elaborate on TO-GCS liveness
requirements in Section 3.2).

Note that the above problem is weaker in several ways than
the well-known Atomic Broadcast (AB) problem found in the lit-
erature [10]. In particular, we do not require that each message
multicast by a cormrect process will eventually be delivered by all
correct processes; nor do we require that each message delivered
by a correct process will be eventually delivered by all correct pro-
cesses.

Our service is similar to the partitionable group communication
service specified by the VS-machine of {8]. However, there are a
few distinctions:

o Unlike [8], our service delivers application messages labeled
with timestamps. The use of timestamps is motivated by the
fact that TO-GCS with timestamps is useful for various TO-
GCS based applications, e.g., it is utilized by the Consistent
Object Replication Layer described in [12].

e The VS-machine of [8] provides safe indications, whereas
TO-GCS does not. However, semantics similar to those achi-
eved with safe indications can easily be achieved at the appli-
cation level using end-to-end acknowledgments. This tech-
nique was demonstrated in [12].
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1.2 Protocol Features

In this section we consider the main features of our total ordering
protocol and discuss related work.

1.2.1 Dynamic Adaptation

Because a totally ordered multicast service is so useful, the effi-
ciency of its implementation has become an important issue. A
well-known technique for providing a totally ordered multicast de-
lays delivery of a received message until the process has: (a) de-
livered all received messages which precede the message in ques-
tion within the total order; and (b) leamt that every message that
could preceded it will never arrive. This results in high latency in
message delivery when not all the participant processes are uni-
formly active. Total ordering protocols which are based upon this
technique are called symmetric. Another approach implemented by
sequencer (3, 4, 11, 22] or token [16] based protocols uses extra
messages (ordering messages or token requests) and is therefore
less efficient under high loads [19].

The protocol presented in this paper is dynamically adaptive:
Messages are assigned a wide range of priorities which are adjusted
“on-the-fly” to reflect ongoing changes in process activities. Mes-
sages are then delivered in order of priority. The protocol testing
results (see Section 6) show that after a short adaptation period the
average message delivery latency incurred by our protocol is close
to that of the underlying communication layer. Furthermore, the
variance of the post-adaptation message delivery latency exhibited
by our protocol is extremely low.

By contrast, under the same load pattems the latency incurred
by traditional (non-adaptive) total ordering protocols is close to the
transmission rate of the slowest process in the group. Moreover,
these protocols exhibit sharp fluctuations in message delivery la-
tency. This makes the message delivery latency incurred by such
protocols much less predictable, causing problems for soft real-
time applications. Our protocol is thus a solution for these prob-
lems.

Some systems differentiate between only two process activity
levels. For example, [9] addresses the adaptivity issues by classify-
ing group members as active or passive according to whether they
have any messages to send or not; the right to multicast messages
is then evenly distributed among all currently active processes. In
the Hybrid protocol of [19], assignment of active or passive process
status is based upon the relation between the process' transmission
rate and the network delay: active processes run a symmetric pro-
tocol, while passive processes run a token-based one. Processes
dynamically switch between active and passive states. The obvi-
ous limitation of the approach exemplified by these two protocols
is that all the active (passive) processes are treated equally, while
in practice it is rare that all of the active (passive) processes are
uniformly active (passive).

In the ToTo protocol of [5] messages are delayed until messages
are received from a majority of group members. ToTo achieves
good latency only when: (a) the currently active members of the
group form a majority, and (b) the processes that make up this ma-
jority broadcast their messages at approximately the same rates.
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1.2.2 Partionable Semantics

Additional implementation challenges are raised by the fact that
the service requirements stated in Section 1.1 should be satisfied
in environments where multiple concurrent network components
are allowed to coexist and where processes in each component are
treated as non-faulty. With many existing group communication
systems [3, 5, 11, 22] the following scenario is possible: Suppose
that two processes disconnect from each other, while some com-
mon non-delivered messages remain in their buffers. If these mes-
sages' order has not yet been negotiated, they may either be de-
livered in an inconsistent order or be discarded. Either way, the
service requirements are violated.

Special care is needed to prevent such situations from occur-
ring. Common practice [16] is to attach some ordering information
to each newly multicast message. This information should be suf-
ficient to allow each process to consistently order the message so
that the need to communicate with other processes is eliminated.

Things become more complicated if the message delivery flow
is allowed to be dynamically adaptive. This is because message
delivery order may be altered as a result of the adaptation deci-
sion. We must therefore be careful to preserve the message de-
livery semantics by guaranteeing the atomicity and uniformity of
the adaptation decision. This is a main challenge of incorporating
adaptation into a total ordering algorithm.

The technique presented in this paper allows various external
adaptation policies to be combined with the total ordering protocol.
The resulting multicast service combines two valuable features:
suitable performance for soft real-time applications and sound par-
titionable semantics.

2 The Environment Model

We assume an asynchronous distributed environment. Further, we
assumne that processes can fail and restart, and that the network can
pattition into several disjoint components which can re-merge later
on. The environment is equipped with a view-synchronous group
communication layer, called the vs (View-Synchronous)layer. This
layer guarantees reliable FIFO delivery of messages that have been
multicast within a group of connected and active processes. An-
other Vs layer objective is to provide failure detection: Possible
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changes in network connectivity and in failure status of the pro-
cesses are relayed via special membership change reports, called
views. The layer is called view synchronous because messages are
guaranteed to be delivered in the view in which they were origi-
nated. Our Adaptive Total Ordering Protocol (ATOP) is built on top
of the vs layer. The layer structure of the Totally Ordered Group
Communication Service (TO-GCS) is depicted in Figure 1.

2.1 The vs Layer Guarantees

For the rest of this paper, we denote the following: P is a totally or-
dered finite set of processes; M is a message alphabet; (I, <7, 1),
a totally ordered set of view identifiers with initial view identifier
to; views = I x 2%, the set of pairs consisting of a view identi-
fier together with a set of processes; If v € views, we write v.id
and v.set to denote the view identifier and set components of v
respectively.

We define the current view at a process p to be as follows: if
the Vs layer has delivered any views at p, then the cumrent view at
p is the last such view; otherwise, it is a pair consisting the distin-
guished initial view identifier io and the process universe P. We
say that a message m is sent (delivered) in a view v at p if m is sent
(delivered) at p when the current view at p is v.

The Vs layer is required to satisfy the following requirements:

View Identifier Identity: Views with different process sets have
different identifiers.

Initial View Identifier Uniqueness: The identifier of any view de-
livered by the Vs layer at any process differs from the initial
view identifier io.

Local View Identifier Monotony: Views are delivered in the view
identifier order at each process .

Self Inclusion: For any view v delivered by the v layer at a pro-
cessp, p € v.set.

Message Integrity: For any message m delivered at a process p in
a view v, there is a preceding send event at some process g.
Moreover, m is sent in v at q.

No duplication: Every message delivered by the Vs layer at a pro-
cess p is delivered only once at p.



Reliable FIFO Delivery: For any two messages m, m’, processes
P, g, and a view v: If m is sent before m’ in v and g delivers
m’, then g delivers m before m’.

3 The TO-GCS Specification

3.1 Correctness

In addition to the message ordering properties outlined in Sec-
tion 1.1, we require that TO-GCS satisfies the following:

View Propertties are similar to the first four guarantees provided
by the Vs layer (see Section 2.1);

Basic Message Delivery Properties:

1. For every message delivered by TO-GCS to the appli-
cation there is a preceding send event. Furthermore,
this send event occurs in a view whose identifier is not
greater than that of the view in which the message is
delivered;

. Each message is delivered in the same view at any pro-
cess at which the message is delivered;

3. The sender of a message is always a member of the
view in which the message is delivered.

3.2 Liveness

We require of TO-GCS to satisfy the same liveness specifications
as those guaranteed by the Vs layer. Since the liveness specifica-
tion of the Vs layer is out of the scope of this paper (the interested
reader may refer to {8, 21]), we only require that for every pro-
cess p, ATOP at p preserves the liveness semantics provided by the
underlying Vs layer. More precisely, we require the following:

1. Every application message sent through ATOP is eventually
transferred to the underlying vs layer unless a crash occurs;

. If the vs layer delivers an infinite number of messages to
ATOP from every member of the current view, then ATOP
will eventually deliver every message that the VS layer has
passed to it, or crash;

3. If the vs layer informs ATOP about anew view v, then ATOP
will eventually deliver v or crash. Moreover, ATOP at p is
bound (unless it crashes)to eventually deliver every message
that the VS layer has transferred to it before v.

The first two properties together ensure that if all members of
the current view keep sending messages, then ATOP at a process p
preserves every liveness guarantee provided by the vs layer at net-
work stability periods. For example: if, during the network stability
periods, applications at all processes in the current stable compo-
nent send infinite number of messages and the VS layer guarantees
to deliver all messages sent through it (as required in [8]), then
TO-GCS also guarantees to deliver every application message.

Note that the requirement that every process in the current view
should issue an infinite number of messages may seem unrealistic.
We require it only for the sole purpose of simplifying the protocol
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presentation. In the actual implementation, this precondition can
be enforced by ATOP itself: it can simply multicast special dummy
messages when its application becomes “silent” (see discussion in
Section 5).

The third property ensures that if the vs layer provides addi-
tional liveness guarantees at times of new view installations, then
ATOP will preserve them.

4 The Adaptive Total Ordering Protocol (ATOP)

In this section we describe the Adaptive Total Ordering Protocol
(ATOP) which implements TO-GCS using the Vs layer. The adap-
tive total ordering protocol at each process consists of two modules:
the module implementing an adaptive total ordering mechanism
(ATOM) and the module implementing an adaptation policy (AP).
Such decoupling allows various external adaptation algorithms to
be easily plugged into ATOP. The service structure is depicted in
Figure 2.

4,1 The AP Module

The AP module is an implementation of an extemal adaptation pol-
icy. It thus keeps track of messages and views delivered by the
Vs layer, in order to leam about the transmission rate distribution
among the current view members. From time to time (depending
on the adaptation policy implemented) AP at p delivers a distribu-
tion, dist, to the ATOM module. A distribution is defined to be
a pair consisting of: the distribution identifier, dist.id, taken out
of a totally ordered set of distribution identifiers (D, <p, do) with
an initial distribution identifier do; and a vector, called the weights
vector and denoted dist.w, with an entry for each ¢ € P such that
qup dist.wlg] = 1.

Let v be the current view at a process p. We require that the
following be satisfied by every distribution dzst delivered by AP at
pinwv:

o foreachq € v.set, dist.w[q] # 0, and for each ¢ € v.set,
dist.wq] = 0;

o Let dist’ be a distribution delivered by AP at q in v. If
dist’ id = dist.id, then dist’.w = dist.w. This means that
every distribution delivered at any process in the same view
has a unique identifier;

o dist.id # do.

4.2 Message Ordering Using Distributions

The ATOM module controls the message ordering using two dis-
tributions: the first one, called the sending distribution, is used
to tag each newly multicast message; and the second one, called
the ordering distribution is used to order incoming messages. In
Section 4.3 we describe in detail how these distributions are main-
tained.

In addition, ATOM at each process has a copy of a pre-defined
pseudo-random number generator G. This generator along with the
current ordering distribution's weights vector fix a deterministic se-
quence of process identifiers. Messages tagged with a distribution
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Figure 2: The ATOP Implementation

dist are delivered when the current ordering distribution is equal to
dist and ordered by the sequence generated by G and dist.w.

This is illustrated by the following example: Let processes p, ¢
and r be members of the current view. Assume that the sequence
produced by G and the current ordering distribution's weight vector
starts with p, q, p, ¢, p, P, 7, P, - . .. (Note that in this sequence, p
apparently has a larger weight than r).

According to this sequence the first slot in the total order for
the current view should be reserved for p's message. p's tum will
be skipped only if the next pending p's messages is tagged with a
different distribution; or if there are no more undelivered messages
sent by p and there is a new view delivered by the Vs layer. Like-
wise, the second slot in the total order should be reserved for g's
message, the third slot again for p's message, and so on. Thus, for
each slot, the protocol either waits for a message from the appro-
priate process or guarantees that no such message can be delivered
in this slot, in which case it is skipped.

A detailed desctiption of the totally ordered delivery algotrithm
is given in the next section.

4.3 The ATOM Module
The responsibilities of the ATOM module are as follows:

¢ To associate application messages with distributions;

o To guarantee that the delivery order of messages is deter-
mined by the distributions associated with them;

¢ To preserve the semantics provided by the underlying Vs
layer (see Section 2.1) in all aspects concemed with view
delivery, the relative order of messages and views, and the
reliable FIFO order within each view. This facilitates the
achievement of the View and Basic Message Delivery prop-
erties of TO-GCS (outlined in Section 3);

¢ Toextend the VS layer’s FIFO delivery order within each view
to the total delivery order in that view, so that the ordering
semantics of Section 1.1 are satisfied.

ATOM associates distributions with messages by giving each
newly multicast message a tag consisting of the maximal identifier
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among all distributions known to this instance of ATOM. The AP
modules at participating processes must therefore make sure that
the distribution with the maximal identifier corresponds to the most
recent process transmission rate distribution. The adaptation policy
described in Section 6 achieves this by allowing the AP module at
only a single process (within the current view) to inject new distri-
butions. This process is chosen deterministically from among the
current view members. Other possible ways to implement the AP
module are discussed in Section 7.

Within each view, message delivery order is determined by the
distribution with the minimal identifier among all distributions at-
tached to this view's yet-undelivered messages. This distribution is
called the ordering distribution.

ATOM guarantees that the next message to be delivered is tag-
ged with the current ordering distribution identifier. Since the AP
module guarantees that every distribution has a unique identifier
within each view (see Section 4.1), this means that the delivery or-
der of each message is determined by the same distribution at any
process that delivers this message.

Thus, within each view, every message is delivered in the same
order at all processes that deliver this message (even at those pro-
cesses that may become disconnected). Furthermore, since views
are delivered in the same order at every process and each message
is always delivered in the same view, ATOM guarantees the global
total delivery order of messages.

The message timestamp assigned by ATOM is thus a triple con-
sisting of the identifier of the view in which the message is de-
livered, the identifier of the cument ordering distribution and the
sequence number of the message within the current ordering dis-
tribution. We can easily see that the timestamp assigned in such a
way satisfies the TO-GCS ordering requirements (see Section 1.1):

1. The timestamp is globally unique because: (1) the Vs layer
View Identifier Identity property guarantees that each view
has a unique identifier, and (2) every distribution has a unique
identifier within each view;

2. Each message has the same timestamp at every process that
delivers this message because: (1) each such process delivers
the message in the same view; (2) within each view, the mes-
sage is assigned the distribution identifier when it is initially



sent; and (3) within each view, messages which are stamped
with the same distribution identifier, are delivered in the same
order;

3. Messages are delivered in the order of their timestamps be-
cause: (1) the v layer Local View Identifier Monotony prop-
erty ensures that views are delivered in the order of their
identifiers, and (2) the identifier of the current ordering dis-
tribution increases monotonically within each view;

4. Eachmessage m’ sentby p after the delivery of another mes-
sage m cannot be delivered before m at p. Therefore, when
m' is delivered it is given a timestamp greater than that of
m. Since ATOM preserves the Vs layer's FIFO delivery or-
der, thus the timestamp order satisfies causality.

Finally, to satisfy the TO-GCS liveness requirements, ATOM
should not arbitrarily deliver any new views, nor should it arbitrar-
ily change the current ordering distribution: instead, ATOM may
deliver a new view only after it has validated that no more new
messages belonging to the last view delivered to the application
will ever arrive, and it may change the current ordering distribution
only after it validates that no more messages tagged with the current
ordering distribution will ever be received in the current view.

If this is not observed, then the following situation is liable to
arise: suppose that a message m belonging to a view v were to ar-
rive after a newer view had been delivered to the application. In
this situation, correctness can only be preserved if we discard m.
This, however, violates the liveness requirements. A similar situa-
tion will occur if a message tagged with some distribution identi-
fier arrives after the current ordering distribution has been reset to
anewer value.

We utilize the vs layer's Message Integrity property in order
to tell that no more messages will be delivered by the VS layer in
some view. This property implies that after the VS layer delivers a
view v, it will not deliver any message sent in any view delivered
before v in the future.

We make use of the Vs layer's Message Integrity and Reliable
FIFO delivery properties in order to verify that no more messages
tagged with some distribution identifier d will be delivered in the
current view. These properties imply that: if for each member of
the current view the V$ layerhas delivered either (1) some message
tagged with a distribution identifier greater than d or (2) a new view,
then the VS layer will never deliver any message stamped with d
within the current view.

A detailed description of the ATOM module algorithm is given
below.

Sending Messages

The ATOM module at a process p leams about new distributions
either directly from p's AP or from messages sent by ATOMs at
other processes.

Let v be the current view at p. We define the sending distribu-
tion at p to be the distribution with the maximal identifier among
distributions received at p in v, if any, otherwise it is a distribution
dist,, called the default distribution for v, such that dist,.id = do
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and dist,.w(g] = 1/|v| for each q € v.set, and dist,.wig] = 0
otherwise.

The following attributes are attached by the ATOM module at a
process p to each newly multicast application message:

o sender: the p's identifier;
e dist_id: the identifier of the current sending distribution at p;

e segno: the sequence number of this message within the cur-
rent sending distribution at p.

The first message to be tagged with a distribution's identifier
will also bear the weights vector component of this distribution.
(This is in addition to the above mentioned values.)

Basic Message and View Delivery

ATOM buffers messages and views delivered by the v layer. Views
are stored in the set PendingV tews. Messages delivered by the
vs layerin a view v are stored in the set PendingM sgsfv.id).

Views delivered by ATOM are taken from the PendingV tews
set. The next view chosen for delivery is the view with the min-
imal identifier among the views currently in the PendingV iews
set. Delivered views are deleted from the PendingV iews set. Ob-
viously, sitice the V$ layer guarantees to deliver views in the order
of their identifiers, the same is true for ATOM as well.

If v is the last view delivered by ATOM to the applica-
tion, then the next message to be delivered is taken from the
PendingM sgs[v.id] set. ATOM suspends delivery of new views
as well as of messages sent in these views until both conditions
shown in Figure 3 are true.

1. PendingViews # 0;
2. PendingM sgs[v.id] = 0;

Figure 3: The Conditions for the New View Delivery

Since the Vs layer guarantees that each message m is delivered
in the same view at every process that delivers m, then there exists
a view identifier s such that m € PendingM sgs[i] at any process
that received m from the vs layer. Thus each ATOM module that
delivers m to the application, delivers m in the same view.

Message Delivery within a View

Let Num be an enumeration of process identifiers in P. Let w
be a weights vector as defined in Section 4.1 and G, be a pseudo-
random number generator which produces Num(r) with probabil-
ity w[r] on each invocation. We denote a pseudo-random number
obtained on the 7th invocation of Gy, by Gy (3),1 > 0.

The ATOM module at each process p maintains the following
data structures:

e ordDist holds the current ordering distribution. It is initial-
ized to be the default distribution for (40, P);



o next{q] is the total number of messages sent by ¢ which have
been ordered by ord Dist. Initially, next[q] is set to be O for
eachg € P.

Clearly, the sum of next[g] for each ¢ € P holds the total
number of messages that have been ordered by ordD1ist so

far. We define totalOrdered™= > qep neTt[q]-

e TSis a timestamp attached to every message delivered to the
application. At any state of the protocol T'S is defined to be
a triple consisting of the current view identifier, ord Dist.1d
and totalOrdered varables. The order on timestamps is
lexicographic;

e G is an instance of a pseudo-random number generator
known by all processes in P. Initially, G is set to be
Gaisty py-w and is initialized to some predefined seed
agreed upon by all processesin P.

Let v be the view which was most recently delivered by ATOM
to an application at a process p, if any, or (10, P) otherwise. We
first consider how ord D1ist is maintained. ord Dist is initially set
to be the default distribution for (70, P). Whenever ATOM deliv-
ers a new view to the application ordD1ist is set to be the default
distribution for this view. Within each view ord Dist is reassigned
a new distribution when all the conditions depicted in Figure 4 are
true.

1. PendingM sgs[v.id] does not contain any message
tagged with ordDist.id;

2. There is some message m € PendingM sgs[v.id]
such that m.dist_id > ordDist.id,;

3. For each ¢ € wv.set, there is a message m sent
by g such that m.distid > ordDistad, or
PendingViews # 0.

Figure 4: The Conditions for Changing the Ordering Distribution

Whenever the value of ord Dist changes (as a result of either
a new view delivery or fulfillment of conditions in Figure 4) the
following steps are performed:

1. ordDist is assigned that distribution whose identifier is
minimal from among the identifiers of all distributions at-
tached to the messages currently in PendingM sgs[v.id].
Note that because the VS layer guarantees the reliable
FIFO delivery within a view, there is always a message in
PendingM sgs[v.td] which contains the new distribution's
weights vector;

2. next[qg]is setto O foreachg € P;

3. G is set to be Gorapist.w and is initialized to some seed
agreed upon by all members of v.

The ATOM module delivers a pair (m,T'S) on the next in-
vocation of its delivery procedure iff the conditions sketched in
Figure 5 are satisfied. Note that these conditions imply that (1)
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the next message to be delivered (from among messages currently
in PendingM sgs{v.id]) is determined according to the weights
vector of the distribution in which this message was sent; and (2)
the message delivery order is consistent with the order of message
sending, i.e., the message delivery order preserves FIFO.

1. m € PendingM sgs[v.id];
2. m is tagged by ord Dist.ud,;

3. m is sent by a process g such that
Gordpist.w(total Delivered) = Num(q);

4. m.seqno = next[qg].

Figure 5: The Conditions for the Delivery of (m, T'S)

Whenever a pair (m,T'S) is delivered to the application the
following steps are performed:

1. m is removed from PendingM sgs[v.id};
2. next[{m.sender] is incremented;

If none of the conditions in Figures 3, 4 and 5 are satis-
fied, ATOM blocks unless the conditions in Figure 6 are true.
These conditions indicate that no more new messages stamped
with ordDsst.id, which were sent by a process g such that
Gorapist.w(total Delivered) = Num(q) in v, will ever be re-
ceived from the vs layer. We can therefore try to deliver another
message in PendingM sgs[v.id)] labeled with ord Dist.id (if such
a message exists).

1. PendingM sgs[v.id] does not contain any message
m sent by a process g such that
Gordpist.w(total Delivered) = Num/(q);

2. There is a message m’' € PendingMsgs{v.id]
sent by g such that m'.distid > ordDist.id, or
PendingViews # 0;

3. There is another message in PendingM sgs[v.id] la-
beled with ord Dist.id.

Figure 6: The Conditions for Skipping the Current Timestamp

In this case, ATOM increments next(q), and thus skips a mes-
sage that could have been sent by a process ¢ and tagged by the cur-
rent values of ordDist.id and next[q]. This way other messages
in PendingM sgs[v.id] which are stamped with ordDist.1d and
have not yet been delivered, get a chance to be delivered in one of
the successive delivery attempts.

Finally, if all the conditions in Figures 3, 4, 5 and 6 are false,
ATOM blocks until the Vs layer delivers either a new message or
a new view, which would in tum cause one of the aforementioned
conditions to become true.

5 Remarks on the ATOP Performance Guarantees

There are two important issues that were intentionally left out of
consideration in the ATOP protocol definition in the previous sec-



tion: They are flow control and failure detection. This simplifi-
cation allowed us to better concentrate on subtleties of achieving
adaptive total ordering in partitionable environments. However,
this inevitably weakened our performance claims.

For example, since changing the ordering distribution requires
a message tagged with a greater distribution identifier from each
member of the current view (see Figure 4), a single process (or a
group of processes) that has no application messages to send may
substantially slow down switching to the new ordering distribution.
In this case, an appropriate flow control mechanism will enforce
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new distribution identifier, thus speeding up the agreement.

Unfortunately, in distributed asynchronous systems with fail-
ures there are situations in which no flow control algorithm can
help much. In particular, the performance of ATOP depends in
great extent on how fast the underlying VS layer delivers messages
and how fast faulty processes are removed from the view. For ex-
ample, if the Vs layer fails to guarantee timeliness of failure de-
tection, the ATOP protocol may be subject for significant delays
during network instability periods.

The above problems can be addressed by combining the adapta-
tion policy, failure detection and flow control mechanisms together
within the same module. For example, the failure detector can use
distributions produced by the AP module to guarantee that each
process either transmits messages in the rate corresponding to its
weight or is taken out of the current view.

Thus, for example, an instance of the failure detector at a pro-
cess p will take care of situations in which p has no application
messages to send by issuing special dummy messages in the rate
cormresponding to the current p's weight. Subsequently, if an in-
stance of the failure detector at g fails to hear messages from p in
the rate which roughly corresponds to the current p's weight it will
suspect p and initiate the view change. Note, that since the adap-
tation policy is based on application messages (and not on dumny
ones), this mechanism would not affect the adaptation decision.

6 The ATOP Implementation and Performance Results

In order to evaluate the performance of ATOP, we implemented a
simple adaptation policy. This is described in Section 6.1 below.
The resulting protocol was implemented over the Causal Multicast
Service (CMS) of the Transis GCS [7] which satisfies the VS layer
correctness specifications presented in Section 2.

6.1 An Adaptation Policy Implementation

In the adaptation policy we implemented, only the AP module at
a single process deterministically chosen among the current view
members, called a book-keeper, has the right to inject new distribu-
tions. The book-keeper’s algorithm is as follows.

Let v be the current book-keeper's view. The book-keeper
maintains a sliding window of messages delivered by the Vs layer
in v. The size of the window is N - Jv.set|, where N € N> is
the protocol's parameter called the window size factor. Let N|r]
denote the number of messages sent by a process r from among the
messages currently in the sliding window.
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Let € be a small positive real number. The book-keeper main-
tains a vector, weights, with an entry for every process in P such
that at any instant, weights{r] = (N[r]+¢)/|v.setl(N+e)ifr €
v.set, and 0 otherwise. Thus, the wetghts vector approximates the
distribution of the process transmission rates among the members
of v.set. The parameter ¢ is needed to avoid assignment of zero
weights to the v.set members. Note that >
1 at all times.

The dist_no variable counts distributions that have been output
in the current view. Whenever a new distribution is output, dist_no

is incremented and the content of the weights vector is saved in
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rev.set weights[r] =

another vector called last_weights. If no distribution has yet been
produced, last_weights[r] = 1/|v.set| for each r € v.set, and
0 otherwise. Periodically, the distributions stored in weights and
last_weights are compared. If the difference between these dis-
tributions exceeds a predefined threshold, a distribution dist such
that dist.id = dist_no and dist.w = weights is output.

6.2 The Testing Environment

We tested our protocol on 6 Pentium-120 machines running the
BSD/OS operating system and connected by a 10 MBit/second Eth-
emet LAN. Of these, two machines multicast at a rate of approxi-
mately 10 messages/sec and 1 machine that multicast at a rate ap-
proximately 20 messages/sec. The remaining 3 machines multicast
at substantially lower rate which varied from one experiment to an-
other. The message size was 50 bytes. During the testing period
all the machines were connected and active. The observed message
loss was negligible.

A potential weakness of this testing environment is that the
transmission rates of participating machines was preset in advance
and was static during each experiment. In the future we intend to
analyze the performance of our protocol in more dynamic settings
(see Section 7).

6.2.1 Performance Results Analysis

In our experiments we compared the performance of ATOP with
a non-adaptive symmetric total ordering protocol, All-Ack [6], as
well as with the Transis CMS. The Transis CMS guarantees only
that the message delivery order satisfies the causal partial order on
messages. Thus, in the Transis CMS, message order should not be
agreed upon by all processes before delivery. Therefore, The Tran-
sis CMS (in the absence of message loss) has an average message
delivery latency close to that of the underlying network, as well as
a low message delivery latency variance. We thus chose the results
of the Transis CMS message delivery latency analysis as references
for the best achievable by any total ordering protocol.

In the first experiment series, we ran the All-Ack, ATOP and
Transis CMS protocols while in each new experiment the trans-
mission rate of each slow machine was smaller than it was in the
previous experiment. We observed that (1) in each experiment the
average message delivery latencies incurred by ATOP after adap-
tation and Transis CMS were close to one another (the average la-
tency of ATOP was slightly greater); and (2) the latency of the All-
Ack protocol steadily increased from one experiment to another.



The conclusion is that the average latency of All-Ack, unlike that
of ATOP, varies according to the transmission rate of the slowest
process and therefore cannot be predicted in advance.

In the second group of experiments we fixed the transmission
rate of each of the slow processes to be approximately 1 message
every 3 sec, and measured the variance in the message delivery
latency. To do this, we compared the delivering rate of messages
sent by a particular process, with the sending rate of those same
messages. We observed for each of the tested protocols, that while
the average delivery rate for messages sent by each process is close
to the transmission rate for that process, the message delivery rate
variance of All-Ack (see Figure 7(b)) is much greater than that of
ATOP (after the adaptation) (see Figure 7(a)).

Figure 8(b) illustrates that in the All-Ack protocol, the message
delivery blocks until a message from the slowest process arrives.
Then, all pending messages are delivered at once. By contrast the
post-adaptation message delivery rate of ATOP (see Figure 8(a)) is
almost constant and close to the sender's transmission rate.

7 Other Adaptation Policies

The adaptation policy described in Section 6 is suited for LAN
environments, where all connected processes see more or less the
same picture. The same is not true for wide area networks, where
the variance in the message round trip time among different pro-
cesses might be significant, and different processes do not neces-
sarily observe the same distribution for process transmission rates.
Here, it is not a good idea to give the book-keeping responsibilities
to a deterministically chosen process.

A better adaptation policy would instead dynamically reas-
sign book-keeping responsibilities, while taking into account inter-
process round trip delay times. The process with the minimal vari-
ance of inter-process round trip delays would obviously be the best
candidate for current book-keeper.

Further challenges are presented by scenarios in which one or
more participating processes may occasionally pause and then re-
sume communication before being taken out of the current view.
Clearly, such perturbing processes can easily cause the adaptation
policy of Section 6 to not stabilize. An adaptation policy that would
result in better performance would thus identify such perturbing
processes and assign them weights which would rapidly decrease
the influence of their past transmission activity (e.g., one can use
the exponential backoff technique).

A completely different approach is to make the adaptation pol-
icy application dependent. For example, the application can specify
possible message transmission rate distribution pattems in advance.
The adaptation policy can thus recognize these pattems earlier and
comrespondingly change the current ordering distribution. In par-
ticular, this is useful in environments where message transmission
rate distribution pattem depends on the time of day.
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Abstract

Most implementations of HI'TP servers do not distinguish
among requests to different pages. This has the implica-
tion that requests for popular pages have the tendency to
overwhelm the requests for other pages. In addition, HTTP
servers do not allow a site to specify policies for server re-
source allocation. This paper presents a notion of quality
of service that enables a site to customize how an HTTP
server should respond to external requests by setting prior-
ities among page requests and allocating server resources.
It also describes a design and an implementation of a dis-
tributed HTTP server, QoS Web Server, that enforces the
quality of service constraints. The performance analysis of
the prototype server indicates that the server provides the
desired quality of service with minimal overhead.

1 Introduction

With the advent of the WWW [13], there has been a fun-
damental shift in the way information is exchanged among
systems connected to the Internet. Three elements [26] of
the WWW make this possible: a uniform naming mecha-
nism (URL) for identifying resources, a protocol (HTTP) [2]
for transferring information, and the client-server based ar-
chitecture {17]. A client such as a browser uses the URL
of a resource to locate an HTTP server that provides the
resource. It then requests for services associated with the
resource. The HTTP server performs the requested services
(such as fetching a file or executing a program) and returns
the results back to the client.

The architecture of HTTP servers has been studied in
great detail and different variations of HTTP servers have
been proposed. Much of the work has focussed on addressing
the performance limiting behaviors [22] of HTTP servers.
The research has, thus, focussed on developing techniques
(such as information caching (7, 20, 9, 23] and distribution,
partitioning [16] of server load across clients and servers, and
parallelization [15, 4, 14, 18] of HTTP servers over SMPs
and workstations) for eliminating performance bottlenecks
arising due to the lack of sufficient CPU, disk, and network
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bandwidths as well as inherent limitations in the implemen-
tation techniques of HTTP servers.

While this has led to a deeper understanding of how
HTTP servers operate when there are sufficient resources
for various requests, not much work has been done in cases
when HTTP servers are overwhelmed by the sheer volume
of requests. The behavior of HTTP servers is quite unpre-
dictable in such cases: they either completely bog down with
pending requests resulting in unacceptable response times or
start to drop requests indiscriminately. In addition, requests
for popular pages have the tendency to overwhelm the re-
quests for other, possibly more important, pages. Addition
of new resources (such as new machines) may not solve the
problem as requests for the popular page may continue to
overwhelm other requests. Further, most implementations
of HTTP servers treat all requests uniformly. A site, thus,
cannot assign priorities to different pages or control how its
server resources should be used. For instance, a site may
wish to state that a set of specific pages (such as its main
page or product page) be always available irrespective of the
demands for other pages or that only 20% of its resources
be allocated to anonymous ftp requests.

One possible mechanism for ensuring that requests for
a collection of pages are guaranteed some server resources
is to physically separate pages from each other by hosting
them on separate servers. The problem with this approach is
that it is difficult to map allocation of resources to various
requests statically. First, such allocation may not be pre-
cise. Second, it may lead to inefficient utilization of server
resources. Third, the granularity of such partitioning can
be applied only to large groups of pages.

What is needed is a notion of quality of service (QoS)
that characterizes the behavior of an HTTP server given a
set of requests. This paper presents such a notion for HTTP
servers and describes a design and an implementation of an
HTTP server, QoS Web Server, that enforces the proposed
quality of service model. Specifically, this paper addresses
the following:

o What is an appropriate quality of service model for
HTTP servers? The quality of service model presented
in this paper is aimed at enabling a site to customize
how an HTTP server should respond to external re-
quests. This includes setting priorities among page
requests, allocating different kinds (absolute and rel-
ative) server resources to different requests, and speci-
fying constraints such as “always” which indicate that
a specific page (or groups of pages) should always be
available.



e How can such HTTP servers be implemented? An im-
plementation requires creation of a resource model for
determining various resources that exist at any given
moment. The paper describes an algorithm for schedul-
ing various requests given a resource model such that

the QoS constraints are satisfied.

o What is the performance behavior of such servers? We
are interested in characterizing the execution behavior
and responsiveness of HTTP servers. The results from
the prototype server indicate that the implementation
provides the desired quality of service with little over-
head.

This paper is organized as follows: Section 2 presents a qual-
ity of service model for HTTP servers. Section 3 describes
an abstract model of an HTTP server that implements this
QoS model. It also includes the description of a distributed
HTTP server that we have implemented. Section 4 presents
an a.ualysis of the performance behavior of the server. Sec-
tion 5 contains a comparison of our work with related work.
Finally, Section 6 summarizes the results and discusses fu-
ture work.

2 A Quality of Service Model for HTTP Servers

The notion of quality of service has been addressed in
great detail in the network and multi-media community [24].
Within a client-server framework, we can think of quality of
service as a quantification of level of services that a server
can guarantee its clients. Examples of typical parameters
that servers have used to guarantee services are transmis-
sion delay, network transfer rate, image resolution, video
frame rate, and audio or video sequence skew, among oth-
ers. Clearly, the quality of service parameters depend on the
kind of services that a server provides. In this section, we
develop a model of quality of service for HTTP servers.

In traditional quality of service models, the emphasis
has been on developing notions of service guarantees that
a server can provide to its clients. For HTTP servers, we
develop two views of the quality of service: client-based and
server-based. In the client-based view, the HTTP server
guarantees specific services to its clients. Examples of such
quality of service are a server’s guarantees on Jower bounds
on its throughput (for instance, number of bytes/second)
or upper bounds on response times for specific requests. In
the server-based view, the quality of service pertains to im-
plementing a site’s view of how it should provide certain
services. This includes setting priorities among various re-
quests and limits on server resource usages by various re-
quests. We develop the QoS model by first constructing a
model of client requests.

We model web pages as objects and requests to access
pages as method invocations on pages. For instance, an
invocation <page>.read(p:,p2,...pn) denotes a request to
read <page>. pi,p2,... and p, denotes parameters of the
request. An HTTP server, therefore, can be thought of as a
runtime system that manages executions of various method
invocations. Traditional HTTP servers do not distinguish
among different method invocations. Each method invoca-
tion is serviced in the order it is received (unless it is dropped
due to resource contentions [6]). The QoS model here allows
one to specify priority relationships among method invoca-
tions. Further, a site may specify a set of resource usage
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constraints for controlling the amount of server resources
allocated to requests.

Note that the constraints over different requests can be
classified into two types: server-centric and client-centric.
Server-centric constraints depend on the attributes of servers
only. Such constraints do not distinguish among differ-
ent requests to the same page. Hence, priority is estab-
lished among requests for different pages. Client-centric
constraints depend on the attributes of clients as well. Here,
requests for the same page are distinguished and may be pro-
vided different quality of service. Our focus in this paper is
on server-centric constraints only.

As part of the QoS model, we have devised a notation,
which we call WebQoSL. WebQoSL supports spec1ﬁca'c10ns
of the following:

o Allocation of specific and relative amount of server re-
sources to specific page requests

e Availability of groups of pages at all time

e Time-based and link-relation-based allocation of re-
sources

e Scalable allocation of resources

o Specification of guarantees about byte transfer and
page request rates

Below, we provide a brief overview of the notation infor-
mally. We emphasize that WebQoSL is still evolving as we
are still experimenting with the notation by implementing
different kinds of quality of service models.

2.1 Specification of server resources

WebQoSL allows one to model server resources explicitly:

e Percentage of server resources

Notation: Let the term <page>.server.resource de-
note percent of total server resources associated with
requests to <page>.

¢ Requests/second

Notation: Let the term <page>.num requests denote
number of requests per second associated with <page>.

e Number of bytes/second

Notation: Let the term <page>.num bytes denote num-
ber of kilobytes of <page> transmitted per second.

2.2 Specification of QoS constraints

A site specifies how its server resources should be allocated
by defining a number of resource constraints of the form:

<condition> => <QoSConstraint>

The constraint specifies that if <condition> is true,
the <QoSConstraint> must hold. Boolean expression
<condition> can include specific attributes (such as time,
size, owner, client, time of last access and time of last mod-
ification) of pages in constraint specifications.

QoS constraints for various requests can be defined as
absolute, relative, scalable and time-bound. Absolute con-
straint are used to specify specific resources that are allo-
cated to various requests. Relative constraints, on the other



hand, allow one to assign various priorities among different
requests. Scalable constraints allow QoS specifications to
scale as new server resources (such as new machines) are
added. Time-bound constraints allow one to specify con-
straints that have temporal characteristics (e.g., if page p
is accessed at time ¢, page ¢ should be available until time
t+ At.) Due to lack of space, we will only describe absolute
QoS constraints here.

The absolute constraints are specified by allocating a spe-
cific amount of resources to various requests or putting a
lower or upper bound on resources. For instance, the con-
straint

<page>.server_resource = r

specifies that <page> be allocated r units of resources. The
constraint

<page>.server_resource < r

specifies that <page> be allocated at most r units of re-
sources. The constraint

<page>.server_resource > r

specifies that <page> be allocated at least r units of re-
sources. Another way of specifying a lower bound on re-
source allocations is to assert that a page should be available
at all times.

<page>.available = always

The language also supports specification of allocation of de-
fault, equal and other scalable allocation of server resources.

Example 2.1. (QoS Specification). The
straints

following con-

<www.commerce.com/free>.server_resource < 0.1
<www.commerce.com/paid/full>.server_resource > 0.5

are used to divide the server resources at www. commerce.com
into two: free that can be given up to 10% of the server
resources, and full that should be given at least 50% of the
resources.

The next example specifies that a particular group of
pages should always be available:

<wuw.commerce. com/index>.available = always

3 QoS Web Server

In this section, we describe an abstract model for the QoS
Web Server. A distributed QoS Web Server is implemented
in terms of a set of HTTP servers, each executing on a dif-
ferent host.

In figure 1, we show the architecture of a distributed QoS
Web Server which is implemented in terms of five HTTP
servers (s1,- - -, 85) executing on different hosts. Each server
responds to user’s requests by accessing files from either the
local disk or remote disk through the network file system
and transmitting them to the client. We assume that a client
can send a request to any of the HT'TP servers directly by
using one of the routing mechanisms (such as the Domain
Name Server’s redirection (8], ONE-IP mechanism [10] and
router-based redirection (11]).
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Figure 1: Architecture of a QoS Web Server

The primary goal of a QoS Web Server is to serve a
file request only if servicing the requests does not violate
the quality of service constraint that a site imposes. Each
server, upon start, reads a file containing the quality of ser-
vice specifications. It then constructs a priority model and
a resource requirement model. The priority model defines a
partial order among various requests to different pages and
specifies the order in which requests should be handled. The
resource requirements model, on the other hand, specifies
the amount of resources that must be allocated to specific
groups of requests. The servers then start to run and accept
requests from clients.

Unlike the traditional HTTP servers where servers do not
discriminate between various requests, a QoS Web Server
must ensure that QoS constraints are met when requests are
accepted. This is achieved by constructing a global model of
resource availability and a global queue of all outstanding re-
quests. The global resource model predicts the total amount
of resources available at the hosts. The global request queue
contains the pending requests. The priority model, global
resource model, and global request queue are used to de-
termine (i) the requests that will be granted service at this
moment and (ii) the location of the server where a request
will be executed.

‘We have implemented a version of a distributed HTTP
server in which the global request queue and the resource
model are centralized. Further, the algorithin for allocating
resources is centralized as well. We describe the resource
model and the HTTP server algorithm in Sections 3.1 and
3.2.

3.1 Resource model

This section briefly describes how we construct a resource
model of the underlying system. The resource model spec-
ifies the capacity (in terms of bytes/second) of each HTTP
server at a given moment. This provides an abstraction
of resources (CPU, memory, network bandwidth) that the
HTTP server can provide.

The resource model is evaluated by requiring that
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each HTTP server periodically determine the number of
bytes/second it can deliver. Note that a machine’s ability to
serve a specific bandwidth depends on a number of factors:
CPU speed, local CPU load factor, file server’s capacity, file
server’s load factor, and local area network characteristics.
In [19], an analytical model is created for evaluating the cost
associated with accessing remote files, whereas in [25], the
experimental technique used in the NFS benchmark (LAD-
DIS) for evaluating the performance behavior of NSF servers
is described. Both of these techniques can be extended to
construct a resource model for the QoS Web Server.

Currently, we are using a simple experimental technique
for constructing the resource model. We measure the length
of time to send a request and use it to extrapolate the
amount of bytes the HTTP servers can handle. This is
performed as follows: Each HTTP server keeps a table of
various local load factors and its capacity to access its local
and remote files. In addition, the servers keep track of the
average number of concurrent HTTP requests being served.
Every time a job finishes, the table is updated and revised
by calculating the transmission tirne. The total bandwidth
is then calculated (approximately) by utilizing the average
number of concurrent HTTP requests made during the in-
terval. The average of the total bandwidth calculated by the
recent jobs is then used to determine the total bandwidth
for the server at a given CPU load.

3.2 An HTTP server

In this section, we describe the implementation of the QoS
Web Server.

3.2.1 Architecture

We have implemented the QoS Web Server by modifying
the NCSA’s httpd web server. In figure 2, we show the ar-
chitecture of the QoS Web Server. The QoS Web Server
is implemented in terms of a set of components: a WWW
server, a communications server and a centralized quality of
service daemon (qosd). The WWW server is a modified ver-
sion of the stand alone NCSA httpd WWW server {1]. It is
used to handle individual HTTP requests. The modification
in the NCSA server involves adding a check to ensure that a
request is served only if the quality of service constraints are
not violated. The modified server, therefore, sends a query
to the gosd if the HTTP request should be handled. The
qosd returns one of three values: handle the HTTP request,
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deny the HTTP request (because of QoS coumstraints), or
redirect the HTTP request to a WWW server at a different
host.

The communication server at a host performs two tasks:
forwarding messages between the WWW Server at the host
and the qosd, and implementing the resource model (Sec-
tion 3.1). The communication server periodically transmits
the WWW capacity to the gosd so that the qosd can update
the global resource model. We have separated the commu-
nication server from the WWW server in order to avoid the
overhead of initiating a new connection to the qosd every
time an HTTP request is made. Also, the separation allows
us to add new functionalities to the NCSA server without
requiring extensive modifications in the NCSA server source
code.

The quality of service daemon maintains global infor-
mation for the distributed server and schedules HTTP
requests. It maintains a quality of service model for various
pages indicating priorities and resources associated with
different requests, a global queue of outstanding HTTP
requests, and a global resource model indicating the
capacities of the WWW servers. We now describe how we
use this set of information for implementing the qosd.

3.2.2 Implementation of the QoS daemon

The qosd first reads the QoS specification and constructs a
QoS model. The QoS model defines categories or subsets
of the document space and is used to associate an absolute
or relative resource allocation with documents within the
subset.

The gosd models each WWW server as a pipe capable of
supporting a dynamic byte stream. It determines the capac-
ity of the pipe in terms of number of bytes transmitted per
second. Each WWW server periodically sends its projected
capacity over the next allocation time unit to the qosd. Each
pipe is further subdivided into smaller units, called channels
(figure 3). A channel forms a connection between a server
and a single HTTP client. It is the unit of allocation and
resource control in the QoS Web Server.

%

Figure 3: Pipes and channels

- Channels

The size of each channel (in terms of bandwidth) is de-
pendent on how many times we subdivide a pipe. For exam-
ple, if a server indicates that it can serve 20 MB/second, the
pipe size is 20 MB/second. Further, this pipe can be sub-
divided into 10 2 MB/second channels or 40 .5 MB/second
channels. A channel with 2 Mb/second capacity is different
from a channel with 0.5 MB/second capacity in that it can
serve a request 4 times faster than the latter channel. The
channel capacity has, thus, implications on response time.
Qur implementation allows a site administrator to specify
the server response time for a given file of certain size'.
The administrator can specify that a WWW page of size z

1The response time does not consider the latency and transmission
costs across a wide area network.



should be served in time ¢. This can be handled by defining
the channel size to be xz/t.

The scheduling of HTTP requests is achieved by keep-
ing track of two sets of requests: requests waiting to be
serviced and currently being serviced. We first schedule all
jobs in categories which should always be served. We then
determine the number of remaining channels that can be
allocated to requests with bounds on resource usage.

For each such category, we determine the number of
channels available. We subtract from the number of avail-
able channels for this category the number of channels cur-
rently in use by requests in this category. This tells us how
many channels we can allocate for new jobs in this category.
We start jobs if we can start them on the server at which
they arrived. After applying the algorithm, some categories
may not have used all of their slots because the server at
which the request arrived does not have any open channels.
At this time the qosd redirects the request to a server with
a free channel.

We assign all requests in the bounded quality of service
category a lifetiine. When a request surpasses a set age, QoS
Web Server send a message to the HTTP client denying
their HTTP request. Such a denial allows the QoS Web
Server to put a limit on the implicit resources it allocates to
various requests. For instance, each request occupies a space
on request queue, holds a socket connection, and may even
have a process assigned to it. By dropping counections, the
server indicates that the request is not going to be assigned
any resources in the near future as it is still trying to serve
more important jobs.

4 Performance analysis

In this section, we present an evaluation of the QoS Web
Server. The objectives of the evaluation are to address the
following:

e How does the QoS Web Server perform for different
kinds of resource constraints?

e What is the overhead of adding the notion of quality
of service to HTTP servers?

4.1 Performance analysis environment

Our test environment consists of ten Sun workstations, con-
sisting of a combination of Sparc 2, Sparc 5, Sparc 10, and
Sparc 20 workstations. These workstations are connected
on a local area network.

For the purpose of comparing results, we created a bench-
mark program based on ptester, a HTTP retrieval bench-
mark program included in the phttpd package [12]. The
benchinark program takes as input a trace of requests and
times, and uses the trace to send requests to the QoS Web
Server. We generate traces that reflect specific or random
mixes of various requests for different pages. All of our ex-
periments, thus, were conducted on synthetic page requests.

The benchmark program is also respousible for calculat-
ing response times and storing the results for each request as
to whether the request was accepted, was denied or failed.
It allows reply of a trace of requests so that we can com-
pare the behavior of the QoS Web Server under different
configurations. The benchmark program is multi-threaded
and distributed across multiple processes. This distribution

251

is utilized in order to avoid limits due to the nuinber of open
sockets per process.

The tests were conducted on a local area network. As
a result, the measurements obtained by these experiments
provide a look at how to optimize the sending of pages from
the Web Server’s standpoint. They do not address issues
related to the bandwidth of the network between the server
and the clients.

4.2 Resource usage constraints

In this section, we present the set of experiments that char-
acterize the behavior of the QoS Web Server with respect to
different resource usage constraints. Specifically, our con-
cern here is addressing the following issue: Does the QoS
‘Web Server implement specified constraints on resource al-
location to various requests? The experiments show that
achieving the desired service specification depends on sev-
eral facts:

e Our scheduling algorithm tries to satisfy resource con-
straints and, at the same time, utilize server resources
effectively. Hence, if the QoS Web Server in not in
contention, allocation of resources to various requests
reflect the mix of the input requests. However, when
the QoS Web Server is in contention, resources are al-
located according to the constraints.

e In a given request mix, the QoS Web Server allocates a
categories entire portion of resources only if there are
enough requests in that category. For instance, the QoS
‘Web Server can allocate 60% of its resources to requests
for page A only if the requests are greater than 60% of
the total QoS Web Server bandwidth.

e Channel size and request queue lifetime both affect how
precisely the QoS Web Server can allocate various re-
sources. Increasing channel size and lengthening the
request queue lifetime increase accuracy but decrease
response time.

In the resource usage constraint experiments, we specify
fixed percentages for jobs in a given category. We then ran-
domly requests jobs from the different categories. Also, we
utilize two to five categories of pages. We carried out the
the various experiments by changing the following param-
eters: page size, resource usage constraints, queue lifetime
and channel size.

4.2.1 Percentage requests handled

This experiment measures the number of pages served in
each of the five categories over a ten second interval. We
then calculate the percentage of pages served from each of
the five categories.

In the first set of experiments, the benchmark program
sends 18 requests per second for 16K files and 8 requests
per second for 128K files. The life time for each request on
the request queue was set to be 1/2 second. Figure 4(a)
displays the results for files of size 16K; figure 4(b) displays
the results for files of size 128K.

The graph shows the experiment timne and plots the per-
centage of the server responses for the five different cate-
gories. The legend shows the resource constraints for various
pages. As we can see, the server enforces the constraints on
amount of resources that can be allocated to various pages.
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Figure 4: Percentages of requests served for pages with different resource usage constraints

Note that there are some fluctuations in the percentage
of pages served. The fluctuations arise primarily due to the
randomness in the number of various category requests that
arrive at the server.

4.2.2 Guaranteed service

In this experiment, we determine if the QoS Web Server
can enforce resource constraints that specify that a set of
pages should always be available. We request pages in five
categories (A, B, C, D and E). We specify the constraint
that A should always be available and that B, C, D and
E receive 30%, 30%, 20% and 20% of the remaining server
resources respectively.

We ran two sets of experiments: one for 16K pages and
another for 128K pages. The results of the two experiments
show that the QoS Web Server accepts 100% of A requests.
In table 1, we show the percentages and numbers of requests
accepted by the server for the two experiments.

Pages Experiment 1 Experiment 2

(constraints) (16K files) (128k files)

' U served | # served || % served | # served
A (always) 100.0 704 100.0 298
B (30%) 90.0 538 59.7 172
C (30%) 84.1 530 62.2 173
D (20%) 52.6 339 424 123
E (20%) 54.5 354 45.5 122

Table 1: Performance behavior of server with always con-
straint

Note that the server accepts all requests for the guar-
anteed category. It denies about 750 requests in the 16K
experiment and 500 requests in the 128K experiment for
the remaining categories.
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4.2.3 Different file sizes

We ran another set of experiments in order to analyze the
behavior of the server when clients request files of different
sizes. In this experiments, requests for files of sizes 16K,
32K, and 64K are respectively allocated 10%, 35%, and 55%
of server resources.

The results of the percentages of requests handled in each
of these categories are shown in figure 5(a). Instead, if we
scale the results to measure the number of bytes served in
each of these categories, the results appear as shown in fig-
ure 5(b).

Note that the percentage of bytes seems to match the
QoS specification best. This matches our resource model
that considers the resources of the server to be the band-
width. Although, this fits better we also note that the
larger file receives a disproportionate amount of the server
resources. This is due to the diminishing effect of the con-
stant overhead of making a connection to the server.

4.2.4 Flash crowds

In this experiment, we observe the behavior of the server
when there is a drastic change in the number of requests for
a specific page. This experiment aims to simulate the situ-
ation when there is high demand for a temporarily popular
page. All file sizes are 15K and we create five categories
each of which has a resource usage constraint of 20%. In
this experiment, an equal number of requests arrive at the
server at first. However, after 50 seconds, a large number
of requests for page A arrives for the next 20 seconds. In
figure 6(a), we show the request pattern for various requests.

In figure 6(b), we show the percentages of requests ac-
cepted by the server. Note that the percentages of requests
served for A do not change.

4.2.5 Contention and non-contention behavior

As we stated earlier, the scheduling algorithm in the QoS
Web Server operates in two modes: if there is no contention,
the server tries to optimally utilize resources by serving all
requests. However, if there is contention, it enforces the



1 v v . v T
Document 18K ~e—
Document 32K —~---
Document 84K -B--
os | J
: ]
& 08 f g g
3 &
-3 3
B o4} r 8
8 g
o2 J
° \ N s . N
0 2 80 100 120
Experiment Time (s)
{a) Percentage of requests served
Figure 5: Behavior of server for
t u T T T -r
Document A <+—
Document B —~--
Document C -6
Docurent D -
Document E -~
08 | 4
R
06 [ J E
i :
o
04 4 8
]
}
02} J
o A N L ) L
0 20 0 80 100 120

80
Experimemt Time

(a) Request pattern

08

08

0.4

r
Document 16K ——
Document 32K —+---

Document 84K -8--

0.2 4
° 2 . s A s
[ 20 50 100 120
Experiment Time (s)
{b) Percentage of bytes served
requests of different sizes
1 T T T r T
Document A ~e—
Document B8 —~~
Document C -&
Document D -
Document E ~4—-
08| J
08 .
04t 4
02} 4
o . L . A L
0 20 80 100 120

(b) Service pattern

Figure 6: Behavior of server with flash crowds

253



0.65 T T T T
Document A -e—
Document B -+--
]
»
g
k-]
-3
g
£
o
2 6 8 10 12
Requests / Second
(a) Accepted requests
700 T T T T
Document A ~4—
Oocument B -+~
600 |
500 k-
&
a 400 |
2
T a0}
g
200 |
100 }
° +
2 4 10 12

8 8
Requests / Second

(b) Denied requests

Figure 7: Behavior of server with differing number of con-
current requests

resource constraints. This set of experiments shows how the
behavior of the server changes when contention arises in the
server.

In this experiment, clients request two files, denoted A
and B. The size of each file is 128K. The incoming requests
are a mix of 65% page A and 35% page B. The QoS specifi-
cation assigns equal resources to both A and B. The request
lifetime for each file is 1 second. In figure 7, we show the
behavior of the server.

In figure 7(a), we show the percentages of requests of A
and B accepted. Note that contention begins to occur at
about 8 requests/second. At about 12 requests/second, the
server is in full contention. Note that as long as there is
no contention, the percentages of server’s acceptances of A
and B match those of the requests. However, as we reach
contention, the percentages of server’s acceptances start to
match those of the resource specifications.

In figure 7(b), we show the number of requests denied
to meet the resource constraints. As long as we are not
under contention, no requests are dropped. However, when
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in contention the server begins to deny requests in a manner
that attempts to satisfy the resource constraints.

4.3 Performance comparisons

In this set of experiments, we compare the performance be-
havior of the QoS Web Server with respect to the NCSA
HTTP server which we modified. We have compared two
characteristics of the servers: throughput and average re-
sponse time. In the experiments here, the tester program
requests 8 files every second. The size of the files is 128K.

In figure 8, we show the throughput of the two servers.
For the NCSA server, it is about 0.78 M bytes/second. The
throughput for the QoS Web Server ranges from 0.42 M
bytes/second to about 0.7 M bytes/second. The graph il-
lustrates two points: First, the throughput of the QoS Web
Server is only marginally less than that of the NCSA server.
Hence, the overhead of adding the notion of quality of ser-
vice to an HTTP server does not cause the performance
of the HTTP server to degrade significantly. Second, in-
creasing the life time of requests on the request queue in-
creases the throughput of the QoS Web Server up to some
point. When the request life time is low, QoS Web Server
rejects many requests which would have been granted re-
sources. However, by rejecting these requests, the QoS Web
Server wastes all resources (such as queue space, socket over-
head, process creation and deletion overhead) it devoted to
the requests. However, as the requests stay on the queue
longer and longer, the probability that they will be served
increases more, thereby leading to better utilization of server
resources.
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Figure 8: Comparison of throughput of NCSA and QoS Web
servers

In figure 9, we show the average response times for the
two servers. The lifetime for requests on the request queue
is about 4 seconds. The graph highlights the fact that the
average response time for the QoS Web Server remains fairly
constant, whereas the response time for NCSA server is in-
creasing. This is because the QoS Web Server drops all
requests that it cannot serve after they stayed in the queue,
whereas the NCSA server continues to accept requests even
if it cannot handle them promptly.
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5 Related Work

There are two bodies of research with which our work over-
laps: research on HTTP servers and research on quality of
service in distributed systems. The focus in the first is on
the design of HTTP servers, whereas the focus in the sec-
ond is on developing various quality of service models and
scheduling algorithms for supporting specific quality of ser-
vice guarantees.

5.1 HTTP servers

As we described earlier, the primary goal of an HTTP server
is to service requests for web pages. Much of the HTTP
server wark has focussed on developing variations of HTTP
server architectures that reduce the CPU, network, and disk
bottleneck. We will focus only on the distributed HTTP
server work [15, 14, 4] because of the similarity in the issues
addressed by these approaches and our approach. The fo-
cus in the distributed server research has been on using the
resources of distributed hosts to increase the throughput of
HTTP servers. Most of the research here has been aimed
at addressing the notion of load balancing and scalability:
given a request, how should the server schedule this request
so that resources on the distributed hosts are optimally uti-
lized. Our work, on the other hand, addresses additional
issues in the design of HTTP servers:

¢ Should the server accept a request?

e If so, how much resources should be allocated to the
request?

There has been some work that looks at the notion of quality
of service for HT TP servers. [3] proposes a notion of quality
of service by associating priorities with requests from differ-
ent sites. The HTTP server schedules requests according to
priorities, thereby ensuring that preferred sites (with higher
priority) are allocated resources before other sites. Our work
differs in many ways: first, the focus in [3] is on proposing
techniques for structuring single host HTTP servers in order
to improve the response times of high priority requests. Our
work primarily involves distributed HTTP servers. Second,
our notion of quality of service is more general in that we
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not only allow a site to specify priorities but also allow it to
specify resource usage constraints on a group of requests. In
[5], a notion of quality of service is proposed with respect to
the content. However, there is not support for any notion of
quality of service with respect to resource usage, throughput
or response time.

5.2 Quality of service in Distributed Systems

The notion of quality of service [21] has been studied in
great detail within the context of networking [21] and multi-
media [24]. The focus of work here has been on developing
varying level of services (including low-level notions such
as number of bytes/second to high-level notions such as
jitter-free play of images etc.) and on developing algorithms
for scheduling CPU, memory and networking resources such
that the quality of service guarantees are met. In [27] mmecha-
nisms for specifying service guarantees with method invoca-
tions of CORBA objects is presented. Our work is similar to
these works in that we also associate quality of service with
resources in order to schedule resources. However, our work
differs from them in the nature of resources (web pages),
in terms of constraints on usage of resource and how they
should be scheduled.

6 Summary

We have presented the design and implementation of a dis-
tributed HTTP server that implements a quality of service
model. In this model, a site can determine how requests for
various pages should be served. This includes setting priori-
ties amnong the requests as well as associating constraints on
resource usages. Resource usage constraints provide a useful
tool for providing services on the WWW. They support the
ability to guarantee documents and set desired performance
characteristics by denying requests rather than serving all
requests at the same time.

We have also analyzed the performance characteristics
of the QoS Web Server. The analysis shows that the server
enforces user specifiable constraints on resource usages. Fur-
ther, the performance behavior of the server is comparable
to that of the standard NCSA HTTP server.

Our future work involves formalizing WebQoSL, refining
the resource model, and implementing a distributed version
of the qosd.
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