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Dynamic Source Routing (DSR)

DSR protocol is a quickly adaptive protocol for networks where host movement is frequent. While periods of time of less frequent movements of the hosts in the network, the overhead is little if at all.  

Conventional Wired Networks Routing Protocols are either distance vector or link state routing algorithms, both of which require periodic routing advertisements to be broadcast by each router. 


Distance Routing Vector  - each router broadcasts to its neighbor routers its view of the distance to all hosts (the whole network topology). Then each router computes the shortest path to each host in the network based on the information received from its neighbor's broadcast. 


Link State Routing - each router broadcasts to all other routers in the network its view of the status of its adjacent network links. Then each router computes the shortest distance to each host based on the latest information received from all routers.


Source Routing represents a routing in which the sender specifies the complete sequence of nodes through which to forward the package. This sequence is explicitly provided in the header of the data package. The benefit of source routing is that there is no periodic broadcasting (reducing the network bandwidth overhead and battery), instead when a route to a specific destination is needed the sender dynamically determines a route based on cached information or the result of route discovery protocol.


There is no explicit need that links work equally well in both directions.

Description of the DSR protocol

-A sender S of a package constructs a source route in the address header (providing the address of each host in the network that the package will be forwarded through). 

· The sender S then sends the data package to the first hop specified in the source route.
·  If the first hop is not the final destination he retransmits the packet to the next hop in the source route. This is repeated till the host receiving the packet is the destination source

· Once the packet reaches its final destination the packet is delivered to the network layer software on that host.

Each host maintains a route cache where learned source routes are stored. Each entry in route cache has associated expiration period, after which the entry is deleted from the cache.

Route Discovery
When a node S originates a data packet destined to node D, S first checks his cache for known paths to D and if such path is not found in the cache, S initiates a new Route Discovery by broadcasting route request packets through the network. When a copy of this request packet reaches either D or a node that has a cached route to D, this node then returns to S the discovered path to D from this request in a route replay.

The Route Replay contains information for all hops for creating a source route from S to D, this information is called route record. The route replay is returned to S by using a cached path to S or by reversing the route record.
A lot of information of the current topology of the network could be obtained just from a single Route Discovery request. First the requesting node S can receive various paths to D through different parts of the network. Second, every node in the network can learn information about up to date topology of the network by looking at all packages (even those not destined to it). This process allows all nodes to update their route cache.

Since a route discovery is often an expensive operation, the additional topology information that all nodes receive during one route discovery eliminates a number of future route discovery requests and thus the amortized cost of route discovery can be reduced and the overall performance of the network significantly reduced. This is obvious from the results presented in [2]. 

When any host receives a route request he follows these steps:

1. If the pair of <initiator address, request id> for this request is found in this host's list of recently seen requests, then discard

2. Otherwise, if the this host's address is already listed in the route record, then discard

3. Otherwise, if this host matches with the target of the request, then return copy of this request's route record in a route replay

4. Otherwise, append this host's own address to the route record of the route request packet and re-broadcast the request.

Another way to return a route replay packet is to piggyback the route replay on a route request packed destined to S. 

Route Maintenance
While a host is using a source route (sending data packets over it), it monitors the continuos correct operation this path. This monitoring is called route maintenance. 

Route maintenance is way that a source node S can detect a broken path (source route) to a destination node D while a packet is being sent over the source route. 
If a failure is detected a new route discovery could be invoked.


The detection of failures utilizes acknowledgments at the data link level on hop-by-hop basis to detect which link, or hop failed the source route. When a single point of failure is detected the host that detected it send a route error packet to the original sender so he can update its route cache, which is truncated to purge all invalid routes. 


Various types of acknowledgments could be utilized in accordance with the specific lower-level acknowledgments available. For example it is possible to only account for path failures rather than concrete point on the path failures.

Optimizations 

Setting up the network interface into promiscuous mode - as all messages are broadcast a host may be able to update its route cache with any data or route replay packets overheard. 

Format of the cache (see Caching Strategies in On-Demand below)

Appending a non-target host (route cache) information to current route request packet and returning a route replay containing the accumulated route record and the route cache information to S. Here again S is looking for route to D and intermediate host C answers the request.

1. Local congestion could be caused if a lot of such replays appear at the same time. The solution exploits that fact that most of the answers will have various lengths paths. The idea is to eliminate replays indicating routes longer than the shortest replay. So before replaying from its route cache, a host C performs the following actions:

2. Pick a delay d= H(h-1+r), where h is the length in number of hops for the route that is to be returned. , r is a random number between 0,1 and H is a small constant delay to be introduced per hop

3. Delay transmitting the route replay for period of time d

4. Within this delay period check all broadcast packets and if a packet destined to S and with length of the route of this packet is less than h, then cancel tha packet waiting to be send as replay from this host's route cache.

Also before sending a replay each host should make sure there are no loops in the route returned.

Caching Strategies in On-Demand

1. Design Choices:


1.1 Cache structure 


path cache vs. link cache (see Figure 1 a) and b) [1])


The link cache represented by a unified graph data structure is more complex to implement but efficiently utilizes all information learned about the network. The structure represents the current view of the network topology. 

1.2 Cache capacity 


For link cache we have a fixed N^2 links that may exist while the path cache 's maximum storage is much large as it stores each path separately without sharing information.


There is a specific size of the cache that will provide optimal performance. The bigger the better statement does not hold here.


Generational cache divides the cache to primary and secondary. The primary hold paths that have been used by the node and thus have higher probability of being used again. The secondary cache holds paths that are learned but not used for packet transmission and thus has low probability of being used. When cache space runs out first the secondary cache is being overwritten. There is natural movement of routes from secondary to primary cache as a path is actually used. 

1.3 Cache timeout  


The timeout is mainly used as a way of removing links in link cache. The path cache does not use timeout as it has capacity limit and paths are removed as the capacity limit is reached.


The link cache can have either static or adaptive timeouts for different links. And the timeout could be updated every time a link is used (i.e. determined to be alive)

2.  Evaluation of performance: 

· Packet Delivery Ratio : The ratio of send packages to successfully received packages 

· Number of Overhead packets generated by the routing protocol

· Average latency required to deliver a data package

· Path Optimality of the route used relative to the shortest path available

All comparisons are based on the DSR protocol [2], but authors claim the results could be generalized to other on-demand protocols.

