
5 Clausal form

(6) Convert each sentence below to clausal form.

a. ! y." x.r (x, y) # s(x, y)

b. ! y.(" x.r (x, y)) $ p(y)

c. ! y." x.(r (x, y) $ p(x))

6 Operator descriptions

(6) Consider a world with a push-button light switch. Pushing the button

changes the state of the light from on to o! , or from o! to on.

a. Describe this domain in situation calculus.

b. Describe this domain using one or more strips operators.

7 GraphPlan

(13) Draw the graphplan graph for a depth-two plan given the following operator

descriptions. Starting state is: not have-keys, not open, not painted. Goal state

is: open, painted. Show all mutexes.

¥ Get Keys: (Pre: ) (E! : have-keys)

¥ Open Door: (Pre: not open) (E! : open)

¥ Paint Door: (Pre: not open) (E! : painted)

8 Conditional Probability

(8) We would like to compute Pr(a, b|c, d) but we only have available to us

the following quantities: Pr(a), Pr(b), Pr(c), Pr(a|d), Pr(b|d), Pr(c|d), Pr(d|a),

Pr(a, b), Pr(c, d), Pr(a|c, d), Pr(b|c, d), Pr(c|a, b), Pr(d|a, b).
For each of the assumptions below, give a set of terms that is su" cient to

compute the desired probability, or “none” if it can’t be determined from the

given quantities.

a. A and B are conditionally independent given C and D

b. C and D are conditionally independent given A and B

c. A and B are independent

d. A, B, and C are all conditionally independent given D

3

7 Operator Descriptions

• Level 0: not have-keys, not open, not painted.

• Level 1: getkeys, paint

• Level 2: not have-keys not open, not painted, have-keys, painted

• Level 3: getkeys, paint, open

• Level 4: not have-keys, not open, not painted, have-keys, painted, open

8 Conditional Probability

a. Pr(a|c, d), Pr(b|c, d)

b. Pr(c|a, b), Pr(d|a, b), Pr(a, b), Pr(c, d)

c. none

d. Pr(a|d), Pr(b|d)

9 Network Structures

a. G2

b. none

c. G3, G4

d. none

e. G2, G3

f. G1, G2, G4

10 Counting Parameters

a. G1. 9

b. G2. 11

c. G3. 8

d. G4. 7
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9 Network Structures

B

D

C

A

B

D

C

A

B

D

C

A

B D C

A

G1

G4G3

G2

(12) Following is a list of conditional independence statements. For each state-

ment, name all of the graph structures, G1 – G4, or “none” that imply it.

a. A is conditionally independent of B given C

b. A is conditionally independent of B given D

c. B is conditionally independent of D given A

d. B is conditionally independent of D given C

e. B is independent of C

f. B is conditionally independent of C given A

10 Counting Parameters

(4) How many independent parameters are required to specify a Bayesian net-

work given each of the graph structures G1 – G4? Assume the nodes are binary.

11 Variable Elimination

(5)

4

7 Operator Descriptions

• Level 0: not have-keys, not open, not painted.

• Level 1: getkeys, paint

• Level 2: not have-keys not open, not painted, have-keys, painted

• Level 3: getkeys, paint, open

• Level 4: not have-keys, not open, not painted, have-keys, painted, open

8 Conditional Probability

a. Pr(a|c, d), Pr( b|c, d)

b. Pr(c|a, b), Pr( d|a, b), Pr( a, b), Pr( c, d)

c. none

d. Pr(a|d), Pr( b|d)

9 Network Structures

a. G2

b. none

c. G3, G4

d. none

e. G2, G3

f. G1, G2, G4

10 Counting Parameters

a. G1. 9

b. G2. 11
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d. G4. 7
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9 Network Structures
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D
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B D C

A

G1

G4G3

G2

(12) Following is a list of conditional independence statements. For each state-
ment, name all of the graph structures, G1 Ð G4, or ÒnoneÓ that imply it.

a. A is conditionally independent of B given C

b. A is conditionally independent of B given D

c. B is conditionally independent of D given A

d. B is conditionally independent of D given C

e. B is independent of C

f. B is conditionally independent of C given A

10 Counting Parameters

(4) How many independent parameters are required to specify a Bayesian net-
work given each of the graph structures G1 Ð G4? Assume the nodes are binary.

11 Variable Elimination

(5)

4

7 Operator Descriptions

¥ Level 0: not have-keys, not open, not painted.

¥ Level 1: getkeys, paint

¥ Level 2: not have-keys not open, not painted, have-keys, painted

¥ Level 3: getkeys, paint, open

¥ Level 4: not have-keys, not open, not painted, have-keys, painted, open

8 Conditional Probability

a. Pr(a|c, d), Pr( b|c, d)

b. Pr(c|a, b), Pr( d|a, b), Pr( a, b), Pr( c, d)

c. none

d. Pr(a|d), Pr( b|d)

9 Network Structures

a. G2

b. none

c. G3, G4

d. none

e. G2, G3

f. G1, G2, G4

10 Counting Parameters

a. G1. 9

b. G2. 11

c. G3. 8

d. G4. 7
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G

EDC

A

FB

a. In this network, what is the size of the biggest factor that gets generated if
we do variable elimination with elimination order A,B,C,D,E, F, G?

b. Give an elimination order that has a smaller largest factor.

12 Parameter Estimation

(2)

a. Given the following data set, what is the maximum likelihood estimate for
Pr(A|B)?

b. What result do you get with the Bayesian correction?

A B C
0 1 0
0 0 0
1 1 0
1 1 1

13 Decision Theory

(13) You’re an olympic skier. In practice today, you fell down and hurt your
ankle. Based on the results of an x-ray, the doctor thinks that it’s broken with
probability 0.2. So, the question is, should you ski in the race tomorrow?

If you ski, you think you’ll win with probability 0.1. If your leg is broken
and you ski on it, then you’ll damage it further. So, your utilities are as follows:
if you win the race and your leg isn’t broken, +100; if you win and your leg is
broken, +50; if you lose and your leg isn’t broken 0; if you lose and your leg is
broken -50.

If you don’t ski, then if your leg is broken your utility is -10, and if it isn’t,
it’s 0.

5

11 Variable Elimination

a. 5

b. B, C, D, E, F, A, G

12 Parameter Estimation

a. 2/3

b. 3/5

13 Decision Theory

a. ((ski (.08 win not-broken 100) (.02 win broken 50) (.72 not-win not-broken
0) (.18 not-win broken -50)) (not-ski (.2 broken -10) (.8 not-broken 0))

b. U(ski) = 8 + 1 + 0 + -9 = 0; U(not ski) = -2; so we ski!

c. Given perfect info about my leg, we have the tree ((0.2 broken ((ski (.1 win
50) (.9 not-win -50)) (not-ski -10))) (0.8 not-broken ((ski (.1 win 100) (.9
not-win 0)) (not-ski 0)))) which evaluates to ((0.2 broken ((ski -40) (not-ski
-10))) (0.8 not-broken ((ski 10) (not-ski 0))) ((0.2 broken -10) (0.8 not-broken
10)) With perfect information I have expected utility -2 + 8 = 6. So expected
value of perfect info is 6 - 0 = 6.

d. Given perfect info about winning the race, we have the tree ((0.1 win ((ski
(.2 broken 50) (.8 not-broken 100)) (not-ski (.2 broken -10) (.8 not-broken
0)))) (0.9 not-win ((ski (.2 broken -50) (.8 not-broken 0)) (not-ski (.2 broken
-10) (.8 not-broken 0))))) which evaluates to ((0.1 win ((ski 90) (not-ski -2))
(0.9 not-win ((ski -10) (not-ski -2)))) which evaluates to ((0.1 win 90) (0.9
not-win -2)) = 9 - 1.8 = 7.2. So expected value of perfect info is 7.2 - 0 =
7.2.

e. Yes. You just put the win branch after the broken branch, and use the
conditional probabilities for win given broken.

14 Markov Decision Processes

a. V(s1) = .9 * .9 * 5.5 = 4.455

b. V(s2) = 5.5

c. V(s3) = 4.5

d. V(s4) = 0

e. V(s5) = 10

4



6.825 Quiz 2Solutions Fall 2003

Total: 50 points

1. (20 points)

Consider the following Bayesian network:

A

G

F

D E

B

C

(a) (1 pt) Is it a polytree?

No

(b) (1 pt) Is A independent of C?

Yes

(c) (1 pt) Is C independent of E?

No

(d) (1 pt) Is D independent of C?

No

(e) (1 pt) Name a variable that, if it were an evidence variable, your answer to the question
in part (b) would be di ! erent, or say that there is no such variable. (So, if your answer
to (b) was that they are independent, then name a variable X for which A is not
conditionally independent of C given X .)

1
B (makes A and C dependent)

(f) (1 pt) Name a variable that, if it were an evidence variable, your answer to part (c)
would be di! erent, or say that there is none.

No such (single) variable (2 variables B,F)

(g) (1 pt) Name a variable that, if it were an evidence variable, your answer to part (d)
would be di! erent, or say that there is none.

B

(h) (2 pts) If all the nodes are binary, how many parameters would be required to specify
all the CPTs in this network? (Remember that if p is specified then it is not necessary
to specify 1− p as well.)

16

(i) (3 pts) Give an expression for Pr(D|C) given probabilities that are stored in the CPTs.
Don’t include any unnecessary terms.

Pr(D|C) =
�

b
�

a P r (D|b)× Pr (b|a, C)× Pr (a)

(j) (3 pts) What factor is created if we eliminate B first in the course of using variable
elimination to compute Pr(A|G)?

f { A, C, D, E, F }
There are many correct answers to this problem because A is independent of G.

(k) (2 pts) What is the Markov blanket of B ?

A, C, D, E, F

(l) (3 pts) Imagine that you’re doing likelihood weighting to compute Pr(E = e|A = a).
What weight would you have to assign to sample �a, b, c, d, f, g�?

P(A = a)

2. (10 points)
You are performing surveillance, trying to decide which destination in a harbor a particular
submarine is headed toward. At each time step, the situation can be characterized by the
following variables:

2



B (makes A and C dependent)

(f) (1 pt) Name a variable that, if it were an evidence variable, your answer to part (c)
would be di! erent, or say that there is none.

No such (single) variable (2 variables B,F)

(g) (1 pt) Name a variable that, if it were an evidence variable, your answer to part (d)
would be di! erent, or say that there is none.

B

(h) (2 pts) If all the nodes are binary, how many parameters would be required to specify
all the CPTs in this network? (Remember that if p is speciÞed then it is not necessary
to specify 1! p as well.)

16

(i) (3 pts) Give an expression for Pr(D|C) given probabilities that are stored in the CPTs.
DonÕt include any unnecessary terms.

Pr(D|C) =
!

b
!

a Pr(D|b) " Pr(b|a,C) " Pr(a)

(j) (3 pts) What factor is created if we eliminate B Þrst in the course of using variable
elimination to compute Pr( A|G)?

f{A,C, D, E, F}
There are many correct answers to this problem because A is independent of G.

(k) (2 pts) What is the Markov blanket of B?

A,C, D, E, F

(l) (3 pts) Imagine that youÕre doing likelihood weighting to compute Pr(E = e|A = a).
What weight would you have to assign to sample#a, b, c, d, f, g$?

P (A = a)

2. (10 points)

You are performing surveillance, trying to decide which destination in a harbor a particular
submarine is headed toward. At each time step, the situation can be characterized by the
following variables:
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Answer:

¬Jar(x) ! ¬Sterile(x) ! ¬Bacterium(y) ! ¬I(y, x) ! ¬Live(y) (6)

Bacterium(Bob) (7)

In(Bob, Y ogurtCup) (8)

Live(Bob) (9)

Jar(Y ogurtCup) (10)

¬Sterile(Y ogurtCup) (11)

¬Jar(x) ! Live(F (x)) ! Sterile(x) (12)

¬Jar(x) ! Bacterium(F (x)) ! Sterile(x) (13)

¬Jar(x) ! In(F (x), x) ! Sterile(x) (14)

(c) How can you show that a set of sentences entails another sentence?

Answer: You can show that KB |= S by showing that KB " S: negate the sentence S and
show using FOL inference rules (resolution, paramodulation) thatKB # ¬S leads to a
contradiction (empty clause). This shows that the set of interpretations under which
KB holds is a subset of the set of interpretations under whichS holds.

(d) How can you show that a set of sentences does not entail another sentence?

Answer: You can show that KB $|= S by showing the existence of an interpretation under which
KB holds but S does not. Showing that resolution-refutation cannot reach a contra-
diction does not work in general because ifKB $|= S, resolution-refutation may never
terminate due to semi-decidability of FOL.

(e) Do the Þrst three sentences entail the Þfth? Show your answer using one of the two
methods you just described.

Answer: No, they do not. Consider the universeU = {Y ogurtCup,Keg, SpongeBob} and the
interpretation:

I(jar) = {< Y ogurtCup >,< Keg >}
I(Bacterium) = {< SpongeBob >}

I(In) = {< SpongeBob, Y ogurtCup >}
I(Live) = {< SpongeBob >}

I(Sterile) = {}

Under this interpretation, (1) through (3) hold, but (5) does not (Keg is a jar with no
live bacteria in it, and it is not sterile).

3. Independence relations
Draw a Bayesian network graph that encodes the following independence relations, or show
that no such graph exists.

(a) • A is independent of B
• A is independent of C given B
• A is not independent of C

2

Answer: The last two statements taken together imply that the graph is fully connected, there is
no direct link between A and C, and the structure where B is a common effect of A and
C is not possible. This leaves three possible structures.

i. B is a common cause of A and C. But this is not possible because thenA is not
independent ofB .

ii. The structures A ! B ! C and C ! B ! A, neither of which are possible because
A is not independent of B in either.

(b) • D is independent of B given A
• B is independent of C
• B is not independent of D
• B is not independent of C given D

Answer: There are multiple such structures, including at least the following:

B

A

D

C

B

A

D

C

A C

B D

B C

A

D

4. Bayesian network inference
Consider the Bayesian network below.

3



P

L

H

D

B

C

G

K

O

N

J

F

M

I

E

A

(a) What is the size of the largest CPT in this network?
Answer: No node has more than two parents, so the largest CPT is a function of three variables.

Assuming the variables are binary, the CPT has 23 = 8 entries. We may choose to only
store 4 of these, taking advantage of the fact that the rows in the CPT sum to 1.

(b) What nodes can be ignored while computing Pr(H|M)?
Answer: J,K, L, N,O, P .

(c) Give a minimal expression for Pr(G|A) in terms of CPTs stored in the network.
Answer:

Pr(G|A) =
Pr(G, A)
Pr(A)
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(a) What is the size of the largest CPT in this network?

Answer: No node has more than two parents, so the largest CPT is a function of three variables.
Assuming the variables are binary, the CPT has 23 = 8 entries. We may choose to only
store 4 of these, taking advantage of the fact that the rows in the CPT sum to 1.

(b) What nodes can be ignored while computing Pr(H|M )?

Answer: J,K, L, N,O, P .

(c) Give a minimal expression for Pr(G|A) in terms of CPTs stored in the network.

Answer:

Pr(G|A) =
Pr(G, A)

Pr(A)
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(a) What is the size of the largest CPT in this network?

Answer: No node has more than two parents, so the largest CPT is a function of three variables.
Assuming the variables are binary, the CPT has 23 = 8 entries. We may choose to only
store 4 of these, taking advantage of the fact that the rows in the CPT sum to 1.

(b) What nodes can be ignored while computing Pr(H |M )?

Answer: J, K, L, N, O, P .

(c) Give a minimal expression for Pr(G|A) in terms of CPTs stored in the network.

Answer:

Pr(G|A) =
Pr(G, A)

Pr(A)

4=
�

B,C,E,F Pr(G|C,F ) Pr(C|B) Pr(F |B,E) Pr(B|A) Pr(E|A) Pr(A))
Pr(A)

=
�

B,C,E,F

Pr(G|C,F ) Pr(C|B) Pr(F |B,E) Pr(B|A) Pr(E|A).

(d) What is the time complexity of the problem of finding the elimination order that gener-
ates the smallest-size largest factor?

Answer: This is an NP-hard problem, so the complexity is exponential in the number of variables.

(e) If you were computing Pr(P |B = b) for a very unlikely value of b, would you prefer
importance sampling or Gibbs sampling? Why?

Answer: Importance sampling would work well. The evidence (B) appears early in the topological
ordering, so most samples would be relevant.

(f) If you were computing Pr(B|P = p) for a very unlikely value of p, would you prefer
importance sampling or Gibbs sampling? Why?

Answer: Gibbs sampling would be a better choice. The evidence (P) appears very late in the
variable ordering, so likelihood weighting would su! er from generating samples with
very small weights.

(g) When is the clique tree inference algorithm more e" cient than variable elimination?

Answer: Clique tree inference is more e" cient when more than 2 queries need to be supported.
It takes about twice the work of variable elimination to calibrate the clique tree.

(h) Once the cliques are calibrated, how can you compute the marginal distribution over a
single variable that occurs in multiple cliques?

Answer: Pick any clique that contains the query variable, and sum all other variables out of the
clique potential.

5. Hidden Markov models
Consider the following HMM with states A,B, C and observations X, Y .

• The initial state distribution is (.8, .1, .1) over A,B, C respectively.

• The state transition probabilities are as follows:
A B C

A 0.5 0.0 0.5
B 0.333 0.333 0.333
C 0.333 0.333 0.333

• The observation probabilities are:
X Y

A 0.99 0.01
B 0.1 0.9
C 0.93 0.07

Now suppose that the sequence of observations X, Y,X is seen.

5



6.825 Practice Problems for Quiz 2 Fall 2003

1 Bayesian Networks

(22 points) Consider the network shown below:

F

EC

B

A

G D

1. (2 point) Is this a polytree?

2. (3 points) Assuming the nodes are binary, how many parameters are required to specify the
CPTs?

3. (2 points) Is F independent of A given B ?

4. (2 points) Is G independent of E given A and F ?

5. (2 points) Is B independent of F given C, D , and E?

6. (3 points) Give an expression for Pr(d|c) (where d and c are specific values of variables D and
C) in terms of parameters stored in the network?

7. (2 point) Which variables are irrelevant to the query Pr(d|c)?

8. (4 points) What factors are created by variable elimination using order A, B, E, F, G ?

9. (2 point) Is there another elimination order with a smaller largest factor?

2 Decision Theory

(18 points) Dr. No has a patient who is very sick. Without further treatment, this patient will die
in about 3 months. The only treatment alternative is a risky operation. The patient is expected
to live about 1 year if he survives the operation; however, the probability that the patient will not
survive the operation is 0.3.

1

6.825 Solutions to Practice Problems for Quiz 2
Fall 2003

1 Bayesian Networks

1. No.

2. Sum the sizes of the conditional probability tables of
Pr(A), Pr(B|A), Pr(C|B), Pr(D|B), Pr(E|B), Pr(F |C,D,E,G), Pr(G|A)
= 2 + 4 + 4 + 4 + 4 + 32 + 4 = 54

3. No.

4. No.

5. No.
6.

P (d|c) = P (c, d) × P (c)

P (c, d) =
!

B

Pr(c|b)Pr(d|b)Pr(b) =
!

B

Pr(c|b)Pr(d|b)sumA Pr(b|a)Pr(a)

Pr(c) =
!

B

Pr(c|b)
!

A

Pr(b|a)Pr(a)

7. Relevant variables: A, B, C, D.
Irrelevant variables: E, F, G.

8. Factors created: F1(B,G), F2(C,D,E,G), F3(C,D,F,G), F4(C,D,G), F5(C,D)

9. No.

1



8 Bayesian Network Structure

Consider a Bayesian network with the following structure:
A B

C D

E F

G

H I

J K

L M

Does computing P (M |A) depend on:

• P (L|J)?

• P (K|I)?

• P (D|B)?

• P (H|G)?

In the network above, if we decided not to include G in our network, but
still wanted to model the joint distribution of all the other variables, what is
the smallest network structure we could use?

7

6 Clausal Form

¬o(r) ! w(f(r))

7 Logic

p(b) = false
And one (or both) of p(a) and p(c) is true.

So any of the following three would work

p(a) = true; p(b) = false; p(c) = false
p(a) = false; p(b) = false; p(c) = true
p(a) = true; p(b) = false; p(c) = true

8 Bayesian Net work Structure

• No

• Yes

• Yes

• No

Remove node G.

Now node I has parents E, F, H.

Node H has parent, E, F.

9 True and False

1. False

2. True

3. True

4. False

5. False

6. False

7. True

8. False

2



6.891 Review Problems

5/16/01

1 BayesÕNets

I am a professor trying to predict the performance of my class on an exam.

After much thought, it is apparent that the students who do well are those

that studied and do not have a headache when they take the exam. My vast

medical knowledge leads me to believe that headaches can only be caused by

being tired or by having the flu. Studying, the flu, and being tired are pairwise

independent.

a) We will model everything with Boolean variables. F indicates the presence

of the flu, T indicates being tired, H - having a headache, S - studying,

and E - passing the exam. Which of the following three networks best

models the relationships described?

F T

H

S

E

F T

H S

E

F T

H

S

E

Figure 1: From left to right, models 1, 2, and 3

b) Why were the other two networks unsatisfactory models? Explain the de-

ficiencies of each in terms of the conditional independence and dependence

relationships they model. Which one of the remaining models represents

an equivalent joint probability table as the best model, given that the

description of the relationships was accurate?

c) I found that tiredness and having the flu each have a small impact on the

likelihood of studying (small because MIT students are so tough). Draw a

network that expresses this connection. Compute its complexity and the

complexity of the network you choose in part a). Give two reasons why

1

the original network is superior, despite the small improvement this new
network givesin predictive power.

d) Leslie got the ßu. Using model 3, compute the probabilit y that she will
fail the exam, in terms of values that are available in the conditional
probabilit y tables stored at each node.

e) Michael passedthe exam. Using model 3, compute the probabilit y that he
studied, in terms of valuesthat are available in the conditional probabilit y
tables stored at each node.

2 True & False

1. For any A and B P(A) = P(A|B)P(B ) + P(¬A|B )P(B )

2. Every contin uous function can be computed by somemulti-la yer percep-
tron with arbitrary unit functions.

3. BayesÕnets only represent causalrelationships betweenvariables.

4. For any A and B P(A) > P(A, B )

5. Perceptronsare sensitive to their learning rate when learning linearly sep-
arable classes.

6. If we use mean-squarederror to train a perceptron, we will always suc-
cessfullyseparatelinearly separableclasses.

7. Over-Þtting is only a problem with noisy data.

8. If A and B are independent, P(A, B ) = P(A)P(B )

9. Multi-la yer perceptrons are equivalent to single-layer perceptrons unless
they contain non-linear hidden units.

3 The Prisoner’s Dilemma

The PrisonerÕsDilemma is a well-known problem in gametheory. Two thieves
(partners in crime) are arrestedand held in custody separately. The police offer
each the samedeal. Inform on your partner and we will reduceyour sentence.
The following outcomesand costsare possible:

1. If both you and your partner stay quiet, you will both be convicted of
misdemeanoroffenses(lessercharges). The cost of this is 10.

2. If you turn stateÕsevidence(cooperate with the police), you will be con-
victed of a misdemeanorand Þned. The cost of this is 50.

2
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3. For a Gaussian, which is symmetric in the space, the MLE is exactly the mean, xd.

4. The mean of the posterior distribution weights measurements x1 and x2 in inverse proportion to their
variance (a2 and b2, respectively).

Problem 3 - Bayes Nets (35 points)

Given is a simplified version of a network that could be used to diagnose patients arriving at a clinic. Each
node in the network corresponds to some condition of the patient. This network demonstrates some cuasality
links. For example, both brain tumor and serum calcium increase the chances of a coma. A brain tumor
can cause severe headaches and a comma, and so on.

1. (2 points) What is the joint distribution P(a, b, c, d, e) ? give a factorized expression, according to the
network’s structure.

2. (3 points) Give an example of ’explaining away’ in this Bayes net.

3. (5 points) One of your patients experiences severe headaches, had a comma and serum calcium. What
is the probability of him having cancer ? show full dereivation of this probability, as well as the
numerical result.

4. (5 points) What is the probability of a positive serum calcium given severe headaches? Derive this
expression. Specifically, start from the joint distribution, factorize it and use variable elimination, so
as to lower calculation cost. (Note: a numerical result is not required here.)

5. (15 points) Write code for sampling joint and conditional probabilities in Bayes nets. Use the stan-
dard name “sample” for your code. The command line arguments should be: FILE-NAME (VAR-
NAME=value,VAR-NAME=..) (VAR-NAME=value,VAR-NAME=..). (In case you are to use a non-
standard language, be sure to included a README file with runtime instructions.)

The first argument specifies the file describing the Bayes net. The second group of arguments gives
the required variables’ values, whose probability we’d like to evaluate. Several such values can be
specified, using a comma separator within the same round brackets. The last group of arguments gives
the variables’ values that the requested probability is conditined on (again, multiple values can be
specified, using a comma separator and bounding brackets). If the second group is empty (unfilled
brackets), this means we are looking for a joint probability expression, that is conditioned on nothing.
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For example: “cancer.text (A=true) (D=true,E=true,C=true)” would give you the probability for
question 4.3 .

A text file that includes this net’s information is handed out with this homework, on the class’ website.
Using the program, evaluate the probabilities specified in questions 4.3 and 4.4, generating n samples
(where a single sample assigns values to all the nodes in the network). What are the estimated
probabilities for n = 500? n = 1000? n = 20, 000?

6. (5 points) Consider the following Bayes net, called “Asia”, which can be used to diagnose respiratory
diseases (this is a fictitious network).

Use your code to evaluate the probabilities that:

¥ a patient who smokes, has visited Asia, and got positive xRay results, has lung cancer (give a
numerical result).

¥ a patient who smokes and has dyspnea, has got lung cancer (give a numerical result).

Solution 3

1. p(a, b, c, d, e) = p(e|a, b, c, d)p(a, b, c, d) = p(e|a, b, c, d)p(d|a, b, c)p(c|b, a)p(b|a) = p(e|a, c)p(d|b)p(c|a)p(b|a)p(a)

2. e is a common child to b and c. In this structure, two causes “compete” to “explain” the observed
data. Hence b and c become conditionally dependent given that their common child, e, is observed,
even though they are marginally independent. If we know that e (comma) is true and also b (brain
tumor) is true, this reduces the probability that c (serum calcium) is true.

3.

P (a|d, e, c) =
P (a, c, d, e)

P (c, d, e)
=

∑

B P (a,B, c, d, e)
∑

a,B P (a,B, c, d, e)
(1)

!
∑

B

P (a,B, c, d, e) (2)

!
∑

B

P (a)P (B|a)P (c|a)P (d|B)P (e|B, c) (3)

! P (a)P (c|a)
∑

B

P (B|a)P (d|B)P (e|B, c) (4)

! P (a)P (c|a)
(

P (b|a)P (d|b)P (e|b, c) + P (b̄|a)P (d|b̄P (e|b̄, c))
)

(5)

5
∝ 0.2 × 0.2 (0.8 × 0.8 × 0.8 + 0.2 × 0.6 × 0.8) (6)

∝ 0.02432 (7)

P (ā|d, e, c) =
P (ā, c, d, e)

P (c, d, e)
=

∑

B P (ā, B, c, d, e)
∑

ā,B P (ā, B, c, d, e)
(8)

∝
∑

B

P (ā, B, c, d, e) (9)

∝
∑

B

P (ā)P (B|ā)P (c|ā)P (d|B)P (e|B, c) (10)

∝ P (ā)P (c|ā)
∑

B

P (e|B, c)P (B|ā)P (d|B) (11)

∝ P (ā)P (c|ā)
(

P (e|b̄, c)P (b|ā)P (d|b) + P (e|b, c)P (b̄|ā)P (d|b̄)
)

(12)

∝ 0.8 × 0.05 (0.8 × 0.2 × 0.8 + 0.8 × 0.8 × 0.6) (13)

∝ 0.02048 (14)

P (a|d, e, c) =

∑

B P (a,B, c, d, e)
∑

B P (a,B, c, d, e) +
∑

B P (ā, B, c, d, e)
=

0.02432

0.02432 + 0.02048
= 0.54 (15)

4.

P (c|d) =
P (c, d)

P (d)
=

∑

A,B,E P (A,B, c, d, E)
∑

A,B,c,E P (A,B, c, d, E)
(16)

∝
∑

A,B,E

P (A,B, c, d, E) (17)

∝
∑

A,B,E

P (A)P (B|A)P (c|A)P (d|B)P (E|B, c) (18)

∝
∑

A

P (A)P (c|A)
∑

B

P (B|A)P (d|B)
∑

E

P (E|B, c) (19)

∝
∑

A

P (A)P (c|A)
∑

B

P (B|A)P (d|B) (20)

Likewise,

P (c̄|d) ∝
∑

A

P (A)P (c̄|A)
∑

B

P (B|A)P (d|B) (21)

Thus,

P (c|d) =

∑

A P (A)P (c|A)
∑

B P (B|A)P (d|B)
∑

A P (A)P (c|A)
∑

B P (B|A)P (d|B) +
∑

A P (A)P (c̄|A)
∑

B P (B|A)P (d|B)
(22)

5. P (c|d) ∼ 0.084

6. P (CANCER = T | SMOKING = T,ASIA = T,XRAY = T ) ∼ 0.54

P (CANCER = T | DY SPNEA = T, SMOKING = T ) ∼ 0.15

Problem 4 - HMM Applications (10 points)

Hidden Markov Models are used for a variety of sequential data processing. As shown in the figure, the
model includes a hidden layer, which described the data as a sequence of pre-defined states. The output
layer maps to the observedsignals, that are emmitted from the unknown states.
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P(e|b̄, c)P(b|ā)P(d|b) + P(e|b, c)P(b̄|ā)P(d|b̄)
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