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Personal History

• Interest in Knowledge Representation

• How do you write down in a computer real-world knowledge that is useful for

• inference

• learning

• consistency checking

• Special types of knowledge

• Likelihood

• Time

• Space

• Belief

What do Doctors do?

• Three classical medical tasks

• diagnosis

• abduction: reasoning from effects to causes

• prognosis

• predictive models

• therapy

• choose actions, in light of diagnosis and prognosis

• Need to choose diagnostic tests makes it more like therapy

• Additional contemporary tasks

• monitoring

• prevention

• public health and epidemiology

• biomedical research

The Medical Cycle

interpret

plan

classifyobserve/
measure

patient data
information

diagnosis(-es)therapy

initial presentation



The Meta-level Cycle
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The “Learning Health Care System”
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•Process
•Medical content

How can we emulate diagnosis?

• Flowcharts

• Pattern matching

• Rules

• Probabilistic Networks

Flowchart

BI/Lincoln Labs
Clinical Protocols
1978



Simple Representation of Disease/Symptom 
Associations
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Diagnosis by Card Selection

Disease

s1
s2
s3
s4
s5
s6
s7
s8
s9
s10
s...

Disease

s1
s2
s3
s4
s5
s6
s7
s8
s9
s10
s...

Disease

s1
s2
s3
s4
s5
s6
s7
s8
s9
s10
s...

Disease

s1
s2
s3
s4
s5
s6
s7
s8
s9
s10
s...

Diagnosis by Edge-Punched Cards

! Dx is intersection of sets of diseases that may cause all the observed symptoms
! Difficulties:

!Uncertainty
!Multiple diseases

~ “Problem-Knowledge Coupler” of Weed

Taking the Present Illness:
Diagnosis by Pattern Directed Matching

TAKING A PRESENT ILLNESS BY COMPUTER—PAUKER ET AL.

formation about the patient; rather, it is concerned with
the processing of the available facts. When additional
findings are required, the diagnostic process turns again
to the information gathering process. Thus, the history
taking process is directed both at establishing what the
facts are and at establishing what the facts mean [20].

In taking a present illness, our program uses the chief
complaint to generate hypotheses about the patient's
condition. It also actively seeks additional clinical in
formation to accomplish a number of different tasks
including testing hypotheses and eliminating unlikely
ones. Any of these activities may spawn further tasks,
such as checking the validity of a newly discovered fact
or asking about related findings. As will become evident,
however, this brief description understates both the
complexity of the program's behavior and the differ
ences between this program and others previously re
ported.
The Basic Components of the Program. The com
plexity of the program's behavior is the result of the
interaction of the four factors schematically shown in
Figure 6: (1) the Patient Specific Data, (2) the Super
visory Program, (3) the Short-Term Memory and (4) the
Associative Memory.
The Patient Specific Data. These are the facts pro
vided by the user either spontaneously or in response
to questions asked by the program. These data com
prise the computer's knowledge about the patient.
The Supervisory Program. The supervisory program
guides the computer in taking the present illness and
oversees the operation of various subprocesses, such
as selecting questions, seeking and applying relevant
advice, and processing algorithms (such as flow charts).
The principal goal of this supervisor is to arrive at a
coherent formulation of the case, by quickly generating
and testing hypotheses and by excluding competing
hypotheses. At the present time, there are about 300
potential questions which relate to over 150 different
concepts that the program can employ in its informa
tion-gathering activities.
The Short-Term Memory. The short-term memory is
the site in which data about the patient interact with
general medical knowledge that is kept in long-term
memory (vide infra). The supervisory program deter
mines which aspects of this general knowledge enter
the short-term memory and how such knowledge is
melded with the patient-specific data that are under
consideration. The amount of information in short-term
memory is quite variable, depending on the complexity
of the case and the number of active hypotheses. For
a simple case, the short-term memory might contain
only two or three hypotheses, and the knowledge and
deductions associated with them. In a complex or
puzzling case, it might contain five or ten hypotheses.
The Associative (Long-Term) Memory. The long-term
memory contains a rich collection of knowledge, or-

A.
PATIENT SPECIFIC
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facts about
patient questions

B.
SUPERVISORY PROGRAM

facts knowledge

I
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|
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(ASSOCIATIVE)

MEMORY
knowledge

Figure 6. Overview of computer program organization.
Clinical data (A) are presented to the supervisory program
(B), which places them in short-term memory (C). The su
pervisory program, after consulting both short-term (C) and
long-term memories (D), generates hypotheses and moves
the information associated with these hypotheses from
long-term to short-term memory. The supervisory program
then asks for additional patient-specific data relevant to its
hypotheses. At every stage, each hypothesis is evaluated
(scored) by the program to determine whether it should be
rejected, accepted or considered further.

ganized into packages of closely related facts called
frames [16]. Frames are centered around diseases
(such as acute glomerulonephritis), clinical states (such
as nephrotic syndrome) or physiologic states (such as
sodium retention). Within each frame is a rich knowl
edge structure which includes prototypical findings
(signs, symptoms, laboratory data), the time course of
the given illness, and rules for judging how closely a
given patient might "match" the disease or state which
the frame describes. A typical example of a frame
(nephrotic syndrome) is shown in Figure 7.

As shown in Figure 8, the frames are linked into a
complex network. In the figure each frame is repre
sented as a colored sphere (diseases are red, clinical
states are blue, and physiologic states are yellow), and
the links between the frames are represented as labeled
rods. These links depict a variety of relations, such as
"may be caused by" and "may be complicated by."

In addition to information about diseases and physi
ology, the network contains knowledge of the real
world. This information is also organized into frames
and is linked to areas of the associative memory in
which such common-sense knowledge is relevant.

June 1976 The American Journal of Medic ine Volume 60 987



PIP's Theory of Diagnosis

• From initial complaints, guess suitable hypothesis.
• Use current active hypotheses to guide questioning
• Failure to satisfy expectations is the strongest clue to 

a better hypothesis; differential diagnosis
• Hypotheses are activated, de-activated, confirmed or 

rejected based on 
(1) logical criteria 
(2) probabilities based on:

findings local to hypothesis
causal relations to other hypotheses

The Scientific Method

The Long-Term Memory:
Medical Knowledge of Diseases and Symptoms

TAKING A PRESENT ILLNESS BY COMPUTER—PAUKER ET AL.

I
Figure 8. The associative (long-term) memory. The associative memory consists
of a rich collection of knowledge about diseases, signs, symptoms, pathologic
states, "real-world" situations, etc. Each point of entry into the memory allows
access to many related concepts through a variety of associative links shown as
rods. Each rod is labeled to indicate the kind of association it represents. Note that
the red spheres denote disease states, blue spheres denote clinical states (e.g.,
nephrotic syndrome) and yellow spheres denote physiologic states (e.g., sodium
retention). Abbreviations used in this figure are Acute G.N. = acute glomerulone
phritis; Chronic G.N. = chronic glomerulonephritis; VASC = vasculitis; CIRR =
cirrhosis; Constr. Peric. = constrictive pericarditis; ARF = acute rheumatic fever;
Na Ret. = sodium retention; SLE = systemic lupus erythematosus; \BP = acute
hypertension; GLOM. = glomerulus; Strep, inf. = streptococcal infection; Neph.
Synd. = nephrotic syndrome.

a patient complains of "blood in the urine," the super
visor is told that dark urine, which is attributed by the
patient to blood, may be caused by the presence of bile,
myoglobin or anthocyanins (from beets).

Hypothesis generation: After the complaint has
been characterized and all relevant advice has been
acted upon, the supervisory program proceeds to
generate working hypotheses. Hypothesis generation
consists of moving frames from long-term memory to
short-term memory where each frame plays a special
role in guiding further exploration of the patient's
problem.

Frames can exist in one of four states: dormant,
semi-active, active and accepted. Initially, the short-
term memory contains no frames; all frames are in the
long-term memory and are said to be in the dormant
state. In this nascent condition, however, some of the
findings in the frames are associated with small, inde
pendent computer programs called daemons. A few of
these daemons extend like tentacles from the frame into

short-term memory (see Figure 9, "BEFORE"); these
are primarily the daemons of those findings which are
strongly suggestive of their associated frames. When
the matching fact for a daemon is added to the short-
term memory, the entire frame attached to the daemon
is pulled into short-term memory (see Figure 9,
"AFTER"). As pointed out, this process is synonymous
with forming an hypothesis. Those frames that have
entered short-term memory as hypotheses are called
active.

As is reflected in Figure 9, "AFTER," frames "one
link" away from an active frame are also affected in that
during the activation process they are pulled closer to
short-term memory. Consequently, more tentacles from
such frames can reach into memory where they can
now watch for their matching facts. These related
frames, such as "Streptococcal infection" ("Strep,
inf." in Figure 9, "AFTER"), are not allowed, how
ever, to enter short-term memory. Moreover, their
relatives, i.e., frames "two links removed" from the

June 1976 The American Journal of Medicine Volume 60 989

The Short-Term Memory
Hypotheses about the Patient
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Memory Structure in PIP

Hypothesis

Logical Criteria

Probabilistic
Scoring
Function

Differential
Diagnosis
Heuristics

Triggers

Causally and
Associationally
Related Hyp's

Manifestations



PIP's Model of Nephrotic Syndrome
NEPHROTIC SYNDROME, a clinical state
FINDINGS:

1* Low serum albumin concentration
2. Heavy proteinuria
3* >5 gm/day proteinuria
4* Massive symmetrical edema
5* Facial or peri-orbital symmetric edema
6. High serum cholesterol
7. Urine lipids present

IS-SUFFICIENT:  Massive pedal edema &  >5 gm/day proteinuria
MUST-NOT-HAVE: Proteinuria absent
SCORING . . .
MAY-BE-CAUSED-BY:  AGN, CGN, nephrotoxic drugs, insect bite, 

idiopathic nephrotic syndrome, lupus, diabetes mellitus
MAY-BE-COMPLICATED-BY:  hypovolemia, cellulitis
MAY-BE-CAUSE-OF:  sodium retention
DIFFERENTIAL DIAGNOSIS:

neck veins elevated ! constrictive pericarditis
ascites present ! cirrhosis
pulmonary emboli present ! renal vein thrombosis

A Case of a Middle-Aged Woman with Pedal Edema 
(swollen feet)

• PRESENTING PROBLEM: A MIDDLE AGED WOMAN WITH PEDAL EDEMA.

• THE CASE CAN BE SUMMARIZED AS FOLLOWS:

• THIS IS A MIDDLE-AGED WOMAN, WHO HAS PEDAL EDEMA, WHICH IS NOT- 
PAINFUL, NOT-ERYTHEMATOUS, PITTING, SYMMETRICAL. 4+, WITHOUT- 
TEMPORAL-PATTERN, OCCASIONAL AND FOR-WEEKS. SHE DOES NOT HAVE 
DYSPNEA. SHE HAS HEAVY ALCOHOL CONSUMPTION. SHE HAS JAUNDICE. 
SHE HAS PAINFUL HEPATOMEGALY. SHE HAS SPLENOMEGALY. SHE HAS 
ASCITES. SHE HAS PALMAR ERYTHEMA. SHE HAS SPIDER ANGIOMATA. SHE 
DOES NOT HAVE PAROTID ENLARGEMENT. SHE HAS MODERATELY-ELEVATED. 
DIRECT-AND-INDIRECT BILIRUBIN. SHE HAS PROLONGED PROTHROMBIN 
TIME. SHE HAS MODERATELY-ELEVATED SGPT. SHE HAS MODERATELY-
ELEVATED SGOT. SHE HAS MODERATELY-ELEVATED LDH. SHE HAS NOT-
RECEIVED BLOOD TRANSFUSIONS. SHE HAS NOT-EATEN CLAMS. SHE DOES 
NOT HAVE ANOREXIA. SHE HAS MELENA. SHE DOES NOT HAVE 
HEMATEMESIS. SHE HAS LOW SERUM IRON. SHE HAS ESOPHAGEAL 
VARICES.

• DIAGNOSES THAT HAVE BEEN ACCEPTED ARE: ALCOHOLISM AND GI BLEEDING.

• THE LEADING HYPOTHESIS IS CIRRHOSIS.

Case, continued

• HYPOTHESES BEING CONSIDERED:

Hypothesis fit of case to 
hypothesis

fraction of finding 
explained

average score

CIRRHOSIS 0.72 0.78 0.75

HEPATITIS PORTAL 0.75 0.30 0.53

HYPERTENSION 0.72 0.17 0.45

CONSTRICTIVE 
PERICARDITIS

0.17 0.13 0.15

QMR Partitioning

M1

M2

M3

M4

M5

M6

H1 H2



Competitors

M1

M2

M3

M4

M5

M6

H1 H2

Still Competitors

M1

M2

M3

M4

M5

M6

H1 H2

Probably Complementary

M1

M2

M3

M4

M5

M6

H1 H2

Multi-Hypothesis Diagnosis

! Set aside complementary hypotheses
! … and manifestations predicted by them
! Solve diagnostic problem among competitors
! Eliminate confirmed hypotheses and manifestations explained by them
! Repeat as long as there are coherent problems among the remaining data



Internist/QMR

!Knowledge Base:
!956 hypotheses
!4090 manifestations (about 75/hypothesis)
!Evocation like P(H|M)
!Frequency like P(M|H)
!Importance of each M
!Causal relations between H’s

!Diagnostic Strategy:
!Scoring function
!Partitioning
!Several questioning strategies

QMR Database

QMR Scoring

! Positive Factors
!Evoking strength of observed Manifestations
!Scaled Frequency of causal links from confirmed Hypotheses

! Negative Factors
!Frequency of predicted but absent Manifestations
! Importance of unexplained Manifestations

! Various scaling parameters (roughly exponential)

Example Case



Initial Solution

— Tom Wu, Ph.D. 1991
Assume a bipartite graph representation of diseases/symptoms

Given a set of symptoms, how to proceed?

If we could “guess” an appropriate clustering of the symptoms 
so that each cluster has a single cause …

… then the solution is (d5, d6) x (d3, d7, d8, d9) x (d1, d2, d4)

Symptom Clustering for
Multi-Disorder Diagnosis

Clustering Alternatives

Symptom Possible Causes

Fever TB, Hepatitis, Malaria

Cough
TB, Asthma, Bronchitis, 

Emphysema

TB
Hep

Mal

Asth

Bron

Emph

TB
Hep

Mal

Asth

Bron

Emph

Fever, Cough

TB

Fever Cough

Hep
Mal

Asth
Bron
Emph

H1 H2

Synopsis in Renal Disease
• Diseases

• Hypertension (HTN)
• Acute glomerulonephritis (AGN)
• IgA nephropathy (IgA)
• Prerenal azotemia (PRA)
• Hepatorenal syndrome (HRS)
• Renal vasculitis (RV)
• Congestive heart failure (CHF)
• Aldosteronism (Aldo)
• Constrictive pericarditis (Peri)
• Diabetic ketoacidosis (DKA)
• Analgesic nephropathy (AN)
• Hypokalemic nephropathy (HKN)
• Chronic renal failure (CRF)
• Renal tubular acidosis (RTA)

• Symptoms
– High urine osmolality (Osm!)
– High urine specific gravity (Sg!)
– Low urine sodium (Na")
– Low urine pH (pH")

HTN AGN IgA PRA HRS RV CHF Aldo Peri DKA AN HKN CRF RTA

Osm! X X X X X X

Sg! X X X X X X X

Na" X X X X X

pH" X X X X X X X



After Osm!

Osm!

HTN
AGN
IgA
PRA
HRS
RV

HTN AGN IgA PRA HRS RV CHF Aldo Peri DKA AN HKN CRF RTA

Osm! X X X X X X

Sg! X X X X X X X

Na" X X X X X

pH" X X X X X X X

Add Sg!

Osm!, Sg!

HTN
AGN
IgA
PRA
HRS
RV

HTN AGN IgA PRA HRS RV CHF Aldo Peri DKA AN HKN CRF RTA

Osm! X X X X X X

Sg! X X X X X X X

Na" X X X X X

pH" X X X X X X X

Cover

Add Na"

Osm!, Sg!, 
Na"

PRA
HRS

Osm!, Sg!

HTN
AGN
IgA
RV

Na"

Aldo
CHF
Peri

HTN AGN IgA PRA HRS RV CHF Aldo Peri DKA AN HKN CRF RTA

Osm! X X X X X X

Sg! X X X X X X X

Na" X X X X X

pH" X X X X X X X

or

Restrict Append

Search Space
(Osm!)

(Osm!, Sg!)

(Osm!, Sg!, Na") (Osm!, Sg!) (Na")

(Osm!, Sg!, Na", pH") (Na") (Osm!, Sg!, pH")

(Osm!, Sg!, Na") (pH") (Osm!, Sg!) (Na") (pH")

C

R A

RE

A

R

A

C=cover

R=restrict

A=append

E=extract

HTN AGN IgA PRA HRS RV CHF Aldo Peri DKA AN HKN CRF RTA

Osm! X X X X X X

Sg! X X X X X X X

Na" X X X X X

pH" X X X X X X X



• Like in any “planning island” approach, reducing an exponential problem to 
several smaller exponential problems vastly improves efficiency, if it 
captures some insight into the problem.

• Wu's algorithm (SYNOPSIS) will keep a compact encoding even if it 
overgenerates slightly.

• E.g., suppose that of the set of diseases represented by (d5, d6) x 
(d3, d7, d8, d9) x (d1, d2, d4), d6 x d8 x d1 is not a candidate.  To 
represent this precisely would require enumerating the 23 valid 
candidates.  Instead, the factored representation is kept.

In a diagnostic problem drawn from a small subset of the Internist database, 
it is a power of 3 faster and a power of 5 more compact than standard 
symptom clustering.

Guide search via probabilities, if we have a reasonable model(!)

Symptom Clustering is Efficient Reasoning Using Rules

• Mycin used backward chaining (from conclusions back to facts) with a collection of 
<1000 rules

• Domain: bacterial infections

• E.g., RULE037

• If the organism

• stains grampos

• has coccus shape

• grows in chains

• Then there is suggestive evidence (.7) that it is streptococcus.

How Mycin Works

• To find out a fact
• If there are rules that can conclude it, try them
• Ask the user

• To “run” a rule
• Try to find out if the facts in the premises are true
• If they all are, then assert the conclusion(s), with a suitable certainty

• Backward chaining from goal to given facts

" Dynamically traces out behavior of (what 
might be) a flowchart

" Information used everywhere 
appropriate

" Single expression of any piece of 
knowledge

or

or

and

Probabilistic View

M1

M2

M3

M4

M5

H

p(H)

0.04

P (M1|H)P (M1|H)H

T 0.8 0.2

F 0.1 0.9 P (H|M1, . . . ,M5) ∝ P (H)× P (M1|H)× · · ·× P (M5|H)

Condition probability:
P (M |H) = P (M&H)/P (H)

Naive 
Bayes or
Bayesian 
Classifier

O(H) = P (H)/(1− P (H))
L(Mi|H) = P (Mi|H)/P (Mi|H)

O(H|M1, . . . ,M5) = O(H)× L(M1|H)× · · ·× L(M5|H)
log O(H|M1, . . . ,M5) = log O(H) + log L(M1|H) + · · · + log L(M5|H)

W (H|M1, . . . ,M5) = W (H) + W (M1|H) + · · · + W (M5|H)



Bipartite Graph with Probabilities

• Bayesian Network

• Computation cost exponential in 
number of “loops”

M1

M2

M3

M4

M5

H2

H1

H3

H1 H2 H3
P(M1|

H1,H2,H3)
P(¬M1|

H1,H2,H3)

F F F 0.001 0.999

F F T 0.01 0.99

F T F 0.007 0.993

F T T 0.2 0.8

T F F 0.1 0.9

T F T 0.15 0.85

T T F 0.2 0.8

T T T 0.7 0.3

A Realistic Bipartite 
Graph

• Symptoms of prerenal 
azotemia, and their 
alternative causes
(Tom Wu PhD 1992)

!"#!"$

!%&

!&$

!'(

!)'%

!)'(

!&#

!$#

!*+

!((
!)+"

!""

!*$

!)"

!)+(

!)+)
!"(

!*%

!')

!#%

!(*

!$&

!'%

!'+

!)'#

!%(

!#"

!#+

!*"

!'

!)('

!)'*!))'

!$$

!"&

!#&

!&

!)$&

!)''
!*(

!*'

!"

!)++

!()

!)*

!)'&

!*)!(%

!'$

!)&

!)))

!%'

!&*

!)'

!*

!)(&

!)()

!))#
!)+$

!%$

!)(+

!)+#

!(#

!))%

!(+

!))

!))*

!)+&

!**

!'&

!)(

!)$$!)+%

!%%

!&%

!&'

!#(

!$)

!$+

!)$(

!)'$

!%*

!($

!''

!"'

!&(

!(&

!$'

!)$'

!)')

!%"

!%)

!##

!#*

!*&

!*#

!$*

!)((

!))"

!)+'

!&&

!&)

!#)!("!('

!)(#

!)'"

!))(

!"+

!#

!$!)

!)$)

!)'+

!))&

!))+

!%#

!&+

!#'

!'"

!'*

!)%
!)$"

!#$

!$"

!'#

!)+

!)($

!)$#

!)(*

!%+

!%

!)$+

!))$

!)+*

!$(

!)$*

!"*

!&"

!)#

!)$

!(

!"%

!)$%

!")

!$%

,)'

,*

,#

,"

,&

,)

,))

,)+

,)$

,%

,$

,)(

,(

,'

What to do with Tons of Data?

• Partners Healthcare has ~4M records of previously-treated patients

• Mayo Clinic has ~60M discharge summaries

• We have 30K detailed records on patients in the ICU (Intensive Care Unit)

• Surely, these must be useful for something!
• Statek(patienti)=fk(featurespatienti)

• We can learn fk from data

• Use it to predict Statek for future patients

• What are useful Statek?

• Death

• Specific diseases

• Effectiveness of particular therapies

• Optimal timing of various interventions

• ...

Using MIMIC data to build predictive models

• Mortality

• Comparison to SAPS II

• Stationary Daily Acuity Score

• Daily Acuity Scores (one for each day n of ICU stay)

• Real-time Acuity Scores

• Secondary Outcomes

• Weaning from Vasopressors

• Weaning from Intraortic Balloon Pump

• Onset of Septic Shock

• Acute Kidney Injury

• Weaning from Mechanical Ventilator

• Tracheotomy Insertion

• First response to Vasopressor Reduction

Caleb Hug, PhD 2009
http://dspace.mit.edu/handle/1721.1/46690



Cleaning the data—half the research time

• Missing values

• Some values are not measured for some clinical situations

• Failures in data capture process

• Episodically measured variables

• Unclear/undefined clinical states

• Imprecise timing of meds, ...

• Partially measured i/o

• Proxies: e.g., which ICU⇒what disease

• Derived variables: integrals, slopes, ranges, frequencies, etc.

• Transformed variables: square root, log, etc.

• Select subset of data with enough data!

3.2. EXTRACTING THE VARIABLES 31
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Figure 3-1: Observation frequency histograms

Outcomes
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a given patient. Some patients, for example, are recorded as having died over one
year after their first ICU discharge. To limit such cases, one might define death as
“died within the ICU or within 30 days of discharge”. This limit marks a patient as
alive if he or she is still in the hospital 30 days after ICU discharge. If the patient
is not in the hospital at this point, the hospital discharge status of the patient is
used to indicate mortality: if the patient was discharged alive (censored) they are
marked as survived; otherwise they are marked as expired. Figure 3-6 illustrates
the change in mortality rate as patients stay in the ICU for longer periods of time.
This figure includes both hospital mortality (i.e., the patient died at any point during
any recorded visit) and the within-30-days-of-ICU-discharge mortality. As the figure
shows, the two mortality rates track each other closely for the first several days.
However, it is clear that patients who stay in the ICU longer are more apt to remain
in the hospital for a significant period of time before dying. For the remainder of this
work, references to “mortality” indicate death in the ICU or within the following 30
days.
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Figure 3-6: Patient counts versus the number of days spent in the ICU (left) and
mortality rate versus the number of days spent in the ICU (right). For each patient,
only the first ICU stay of the first recorded hospital visit is considered. “ICU + 30 day
mortality” excludes deaths that occur after long post-ICU discharge hospitalizations.
If a patient leaves the hospital alive within this 30-day period, they are assumed to
have survived.
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Table 3.14: Final Dataset: Partial Patient Exclusions

Drop Rule Number of Rows
In the ICU for longer than seven days 728739
Received limited treatment, including 198942

CMO (“comfort measures only”)
DNR (“do not resuscitate”)
DNI (“do not intubate”)
“no CPR” or “other code”

Received hemodialysis or hemofiltration 139561

The motivation for these rules generally follows the reasoning for excluding entire
patients. For example, as Figure 3-6 indicates by plotting the mortality rate versus
the number of days spent in the ICU, most patients leave the ICU within seven days of
admission. For patients that do not leave in this 7-day window, the 30-day mortality
rate starts to noticeably decrease as caregivers are able to successfully prolong the
patient’s life while the patient remains in a compromised state often dependent on
various interventions.

3.5.2 Dataset Summary

The final dataset — after applying all of the exclusions mentioned above — is sum-
marized in Table 3.15. In addition, Appendix B lists the 438 individual variables
with brief summary statistics. Figure 3-7 provides an updated version of Figure 3-6
for the final dataset.

Table 3.15: Preprocessed Data

Number of Patients 10,066
Number of Rows 1,044,982
Number of Features 438

SAPS II

4.3. OTHER SEVERITY OF ILLNESS SCORES 63

Table 4.1: SAPS II Variables
Variable Max Points
Age 18
Heart rate 11
Systolic BP 13
Body temperature 3
PaO2:FiO2 (if ventilated or continuous 11

positive airway pressure)
Urinary output 11
Serum urea nitrogen level 10
WBC count 12
Serum potassium 3
Serum sodium level 5
Serum bicarbonate level 6
Bilirubin level 9
Glasgow Coma Scorea 26
Chronic diseases 17
Type of admission 8

aIf the patient is sedated, the estimated GCS prior to
sedation

Many univariate analyses
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Model 5.1 SDAS Model for Fold 2 with 30 Covariates

Obs Max Deriv Model L.R. d.f. P C Dxy

20172 1e-09 5415.11 30 0 0.893 0.785

Gamma Tau-a R2 Brier

0.787 0.176 0.439 0.076

Coef S.E. Wald Z P

INR_mean_i -1.795e+00 1.423e-01 -12.61 0.0000

GCS_max_sq -7.485e-03 6.000e-04 -12.47 0.0000

OutputB_60_mean_sqrt -6.561e-02 6.885e-03 -9.53 0.0000

pacemkr_max -1.084e+00 1.183e-01 -9.16 0.0000

svCSRU_max -9.516e-01 1.208e-01 -7.88 0.0000

GCSrdv_mean -1.138e-01 1.528e-02 -7.45 0.0000

pressD01_mean_am -2.774e+00 3.893e-01 -7.13 0.0000

Platelets_Slope_1680_min -5.493e+00 8.615e-01 -6.38 0.0000

pressD01_sd_sq -5.085e+00 8.678e-01 -5.86 0.0000

sedatives_mean_sq -4.375e-01 8.455e-02 -5.17 0.0000

Bal24_max -4.493e-05 1.222e-05 -3.68 0.0002

CV_HRrng_max -3.267e-03 1.083e-03 -3.02 0.0026

Intercept 4.292e-01 4.085e-01 1.05 0.2934

Milrinone_perKg_min_sq 3.523e+00 1.113e+00 3.17 0.0015

LOSBal_max 2.247e-05 5.703e-06 3.94 0.0001

hrmVA_max 3.410e-01 6.767e-02 5.04 0.0000

MBPm.pr_min_am 1.904e+00 3.711e-01 5.13 0.0000

Mg_min_sq 1.067e-01 1.798e-02 5.93 0.0000

beta.Blocking_agent_mean_lam 2.418e-01 3.955e-02 6.11 0.0000

Na_mean_am 5.214e-02 8.415e-03 6.20 0.0000

mechVent_mean_sq 7.183e-01 1.047e-01 6.86 0.0000

RESP_mean_sq 9.226e-04 1.293e-04 7.13 0.0000

Platelets_mean_i 2.512e+01 3.512e+00 7.15 0.0000

Lasix_max_lam 2.550e-01 3.457e-02 7.38 0.0000

CO2_mean_i 2.038e+01 2.741e+00 7.43 0.0000

jaundiceSkin_mean_la 1.523e-01 2.014e-02 7.56 0.0000

hospTime_min_sqrt 6.860e-03 7.939e-04 8.64 0.0000

pressorSum.std_mean_sqrt 7.758e-01 7.225e-02 10.74 0.0000

SpO2.oor30.t_mean_sqrt 4.929e-01 4.095e-02 12.04 0.0000

BUNtoCr_min_sqrt 2.867e-01 2.323e-02 12.34 0.0000

Age_min_sq 2.258e-04 1.450e-05 15.57 0.0000
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Model 5.2 Final SDAS model

Obs Max Deriv Model L.R. d.f. P C Dxy

20130 3e-10 5619.28 35 0 0.898 0.797

Gamma Tau-a R2 Brier

0.798 0.177 0.456 0.074

Coef S.E. Wald Z P

GCS_max_sq -0.0064668 5.032e-04 -12.85 0.0000

INR_mean_i -1.8734049 1.458e-01 -12.85 0.0000

pacemkr_max -0.9337190 1.179e-01 -7.92 0.0000

svCSRU_max -0.9137522 1.250e-01 -7.31 0.0000

RikerSAS_mean -0.3430971 5.151e-02 -6.66 0.0000

Platelets_Slope_1680_min -5.8856843 8.839e-01 -6.66 0.0000

urineByHr_mean_sqrt -0.0584113 9.453e-03 -6.18 0.0000

GCSrdv_mean -0.0902717 1.552e-02 -5.82 0.0000

GCSrng_min_am -0.0812232 1.459e-02 -5.57 0.0000

pressD01_mean_am -1.6132643 3.005e-01 -5.37 0.0000

CV_HRrng_max -0.0061979 1.216e-03 -5.10 0.0000

Insulin_sd_sq -2.1686950 4.372e-01 -4.96 0.0000

alloutput_max_la -0.0890330 2.265e-02 -3.93 0.0001

MetCarcinoma_min 0.4468763 1.567e-01 2.85 0.0043

WBC_mean_am 0.0147036 5.149e-03 2.86 0.0043

AIDS_min 0.5954305 1.991e-01 2.99 0.0028

Intercept 1.5314512 4.529e-01 3.38 0.0007

MBPm.pr_min_am 1.4601630 3.518e-01 4.15 0.0000

HemMalig_min 0.6032027 1.212e-01 4.98 0.0000

RESP_mean_sq 0.0006615 1.324e-04 5.00 0.0000

hrmVA_max 0.3520834 6.823e-02 5.16 0.0000

PaO2toFiO2_mean 0.2672376 4.336e-02 6.16 0.0000

Na_mean_am 0.0549066 8.506e-03 6.45 0.0000

Mg_min_sq 0.1173220 1.815e-02 6.46 0.0000

ShockIdx_max 0.5742182 8.853e-02 6.49 0.0000

Platelets_mean_i 24.0719462 3.560e+00 6.76 0.0000

hospTime_min_sqrt 0.0057514 8.158e-04 7.05 0.0000

day_min_sq 0.0170075 2.372e-03 7.17 0.0000

jaundiceSkin_mean_la 0.1469141 2.045e-02 7.18 0.0000

CO2_mean_i 19.3845272 2.682e+00 7.23 0.0000

Lasix_max_lam 0.2523702 3.444e-02 7.33 0.0000

beta.Blocking_agent_mean_lam 0.2918077 3.923e-02 7.44 0.0000

Sympathomimetic_agent_min 0.8576883 9.254e-02 9.27 0.0000

SpO2.oor30.t_mean_sqrt 0.4059329 4.128e-02 9.83 0.0000

BUNtoCr_min_sqrt 0.2829088 2.348e-02 12.05 0.0000

Age_min_sq 0.0002601 1.495e-05 17.40 0.0000
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Figure 5-3: SDAS ROC curve (development data). AUC = the area under the curve;
n = the total number of available predictions used for curve; Missing = number of
missing predictions.

Table 5.4: SDAS Hosmer-Lemeshow H risk deciles (all days)
Died Survived

Decile Prob.Range Prob. Obs. Exp. Obs. Exp. Total
1 [0.000203,0.00335) 0.002 2 4.2 2011 2008.8 2013
2 [0.003353,0.00682) 0.005 3 9.9 2010 2003.1 2013
3 [0.006825,0.01281) 0.010 11 19.2 2002 1993.8 2013
4 [0.012812,0.02277) 0.017 24 34.8 1989 1978.2 2013
5 [0.022771,0.03971) 0.031 53 61.5 1960 1951.5 2013
6 [0.039706,0.06691) 0.052 104 104.8 1909 1908.2 2013
7 [0.066911,0.11297) 0.088 198 176.7 1815 1836.3 2013
8 [0.112972,0.20128) 0.152 324 305.3 1689 1707.7 2013
9 [0.201280,0.40232) 0.285 610 574.7 1403 1438.3 2013
10 [0.402321,0.99876] 0.634 1239 1276.9 774 736.1 2013

χ2 = 24.47, d.f. = 8; p = 0.002
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Figure 5-7: SDAS ROC curves (validation data)
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Figure 5-9: Calibration plots for SDAS, SDAS day 1, and DAS1 (validation data). The
relative frequencies for each predicted probability are indicated by the bars along the
x-axis.
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Figure 5-24: AUC versus day, first 5 ICU days (development data)
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Figure 5-25: AUC versus day, first 5 ICU days (validation data). The 95% confidence
intervals are shown for the RAS and SAPSIIa performances.
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Figure 5-26: AUC versus day, patients with ICU stays ≥ 5 days (development data)
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Figure 5-27: AUC versus day, patients with ICU stays ≥ 5 days (validation data).
The 95% confidence intervals are shown for the RAS performances.
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• Federal investment of ~$45B in healthcare IT
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