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Final Exam Solutions

Problem 1. Trueor False[24 points] (8 parts)

For each of the following questions, circle either T (True}qFalse).Explain your choice. (No
credit if no explanation given.)

(@ T F There exists an algorithm to build a binary search tree fronur@sorted list in
O(n) time.
Explain:

Solution: False. Because an in-order walk can create a sorted list fiB8ila
in O(n) time, the existence of such an algorithm would violate tHe lgn)
lower bound on comparison-based sorts.

(b) T F There exists an algorithm to build a binary heap from an uesgdist in O(n)
time.
Explain:

Solution:  True. The standarduILD -HEAP algorithm runs inD(n) time.

(0 T F To solve the SSSP problem for a graph with no negative-wedges, it is nec-
essary that some edge be relaxed at least twice.
Explain:

Solution: False. Dijkstra’s algorithm solves the SSSP problem ra@édach
edge at most once.

(d) T F On a connected, directed graph with only positive edge wejdgbellman-Ford
runs asymptotically as fast as Dijkstra.
Explain:

Solution: False. Bellman-Ford requir€éXV E), regardless of the edge weights.
Dijkstra runs inO(E + V'1g V). Because the graph is connectét= Q(V), so
O(VE) = Q(V?), which is clearly worse than Dijkstra.
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A Givens rotation require®(1) time.
Explain:

Solution: False. It may také& (1) time if the matrix is sparse, but in general a
Givens rotation require®(n) for a matrix withn columns.

In the worst case, merge sort rungn?) time.
Explain:

Solution:  True. Merge sort runs if(n 1gn) time which isO(n?).

There exists a stable implementation of merge sort.
Explain:

Solution:  True. If the items in the two lists being merged are equalpskdhe
item in the “left” half (the half that came first in the origiraray).

(h) T F AnAVLtreeT contains: integers, all distinct. For a given integerthere exists

aO(lgn) algorithm to find the elementin 7" such thatk — x| is minimized.
Explain:

Solution: True. INSERT k, then find the REDECESSORand SJCCESSOROf
k. Return the one whose difference withis smaller. All three methods take
O(lgn) time.
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Problem 2. Short Answer [32 points] (4 parts)

(a) Theeccentricity ¢(u) of a vertexu in a connected, undirectedaweighted graphd is

(b)

the maximum distance from to any other vertex in the graph. That isjifu, v) is
the shortest path fromto v, thene(u) = max,ecy 0(u, v).

Give an efficient algorithm to find the eccentricity of a givegrtexs. Analyze its
running time.

Solution: Run BFS starting at. Keep track of how many “levels” have been ex-
plored. The number of levels required to explore the entiaplyis equal te(s). This
requiresO(V + E) time.

What is the asymptotic cost of solving a linear system of éqnatwithn—1 equations
of the form
@i T + Q1T =0 1=1,...,n—1

and one equation of the form
Qp,1T1 + Ay 272 +-+ Apndn = bn

(none of thea’s in this equation are zero). Thes andb’s are given numbers and
thez’s are unknowns. Assume that we use Givens rotations to eethéccoefficient
matrix to a triangular form. Justify your answer.

Solution: If we form a matrix and apply Givens rotations, eliminatihg first col-
umn will fill in all the elements below the main diagonal, so wi need to perform
©(n?) rotations at a total cost @(n?). If we move the last equation (the one without
zero coefficients) to the top, we only need to perform one &&vetation per column,
so the total cost reduces &(n?).



6.006 Final Exam Solutions Name

(c) Suppose a hash functidgnmaps arbitrary keys to values betweerandm — 1, inclu-

(d)

sive. We hash keys, ki, ks, ..., k,. If h(k;) = h(k;), we say thak; andk; collide.
Assuming simple uniform hashing, how should we choas@n terms ofn) such that
the expected number of collisions@¥1)? Justify your answer.

Solution:  Any two keys collide with probabilityl /m. There are(g) = O(n?) pairs
of elements, so the expected number of collision@(is®/m). Thus, letm = Q(n?).

Suppose you have a directed acyclic graph witrertices and)(n) edges, all having
nonnegative weights. Propose an efficient method of findiegshortest path to each
vertex from a single source, and give its running time in &eain.

Solution:  The given conditions allow us to use either the DAG shortasttpalgo-
rithm or Dijkstra’s. DAG shortest paths runs @V + E) = ©(n), and Dijkstra’s
runs inO((V + E)1gV), orO(V'1gV + E) if using a Fibonacci heap. In either case,
Dijkstra’s runs inO(n lgn). DAG shortest paths is faster in this case.
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Problem 3. Judge Jill [24 points] (3 parts)

Judge Jill has created a web site that allows people to fileptants about one another. Each
complaint contains exactly two names: that of the personfiléait and that of the person he/she
is complaining about.

Jill had hoped to resolve each complaint personally, busiteehas received so many complaints
that she has realized she wants an automated approach.

She decides to try to label each person as either good or &é. only needs the labeling to be
consistent, not necessarily correct. A labeling is coanisif every complaint labels one person
as good and the other person as evil, and no person getsddimteas good and evil in different
complaints.

(a) [8 points] Propose a way to model the consistent labelinglpro as a graph problem.

Solution: We can model the problem using an undirected graph in whietyexdge
represents one complaint and every vertex represents ome (mme person).
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(b) [10 points] Propose an efficient algorithm to consisterdlydl all the names as good
or evil, or to decide that no such classification exists. Wsegraph model you pro-
posed in the previous part of the problem. Analyze the ruptime of the algorithm.

Solution: The problem is quivalent to testing whether we can color #émntices of
graph with two colors, or equivalently, whether the graphisrtite. This can be done
using DFS ifl"heta(V 4 E) time. We label the root of DFS traversals arbitrarily good
or bad. When we first visit a vertex, we label it differently thigs parent. When we
encounter back or cross edges, we check for consistency fiing an inconsistency,
the graph cannot be labeled consistently.

(c) [6 points] Later, Judge Jill wants to be more thorough. Shiéinterview some
people to figure out who is good and who is evil. She can alwaterchine whether a
person is good or evil by interviewing him or her. Assumingttbne person in every
complaint is good and the other is evil, what is the minimurmbar of people she
needs to interview to correctly classify all the people ndmnethe complaints?

Solution: She needs to interview one person in each connected conpointre
complaint graph.
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Problem 4. Bitdiddle Bins[24 points] (3 parts)

Ben Bitdiddle has devised a new data structure called a BiteliBdt. Much like an array or a
set, you canNSERTvalues into it, and you candoKuUP values to see if they are contained in the
structure. (He'll figure out BLETE later.)

A Bitdiddle Bin is implemented as a pair of lists (arrays), desited theneat list and themessy
list, with these properties:

e Theneat list is always in sorted order. (The messy list may or may not biedgr

e Themessy list has a size of at mosyn, wheren is the total number of values in the entire
Bitdiddle Bin.

The Lookup algorithm for a Bitdiddle Bin is as follows:

1. Use binary search to look for the value in the neat list.
2. Ifitwasn'tin the neat list, iterate over the entire mekstyto look for the value.

The INSERTalgorithm is as follows:

1. Append the value to the messy list.
2. If the messy list is now too big, KEANUP.

This CLEANUP subroutine is run whenever the messy list grows beygndtems:

1. Sort the messy list.
2. Merge the messy list with the neat list.
3. The merge result is the new neat list. The new messy lishgye

(a) [4 points] What is the worst-case asymptotic runtime ofdkup on a Bitdiddle Bin?

Solution:  Binary search on the neat list tak®glog n), and iterating over the messy
list takesO(y/n), for a total time of©(y/n).
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(b) [8 points] What is the worst-case asymptotic runtimend®&RTon a Bitdiddle Bin?
Explain.

Solution:  Appending is©(1). Sorting the messy list i®(y/n log \/n). Merging is
©(n). TheO(n) term dominates, so the asymptotic runtim®is:).

(c) [12 points] What is theamortized asymptotic runtime of eachNBERT operation,
when inserting: values into an empty Bitdiddle Bin? Explain.

Solution:  Use the aggregate method. The cosd{d) to append to the messy list,
plus©(n) per QLEANUP. Because CEANUP is calledO(y/n) times, the total cost
for then insertions is0(n+/n), so the amortized cost per operatiorOén/n/n) =
O(Vn).
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Problem 5. Local Minimum [24 points]

Consider an arrayl containingn distinct integers. We definelacal minimum of A to be anx
such thatr = A[i], for some0 < i < n, with Ali — 1] > A[i] and A[i] < A[i + 1]. In other
words, a local minimunx is less than its neighbors it (for boundary elements, there is only one
neighbor). Note thall might have multiple local minima.

As an example, supposé= [10, 6,4, 3,12, 19, 18]. ThenA has two local minima3 and18.

Of course, the absolute minimum df is always a local minimum, but it requiré¥(n) time to
compute.

Propose an efficient algorithm to find some local minimunipfind analyze the running time of
your algorithm.

Solution: Use a divide-and-conquer algorithm. ket= n/2, and examine the valué|m] (that
is, the element in the middle of the array).

Case 1:A[m—1] < A[m]. Then the left half of the array must contain a local minimsmyecurse
on the left half. We can show this by contradiction: assuna¢ ] is not a local minimum for
each) < i < m. ThenA[m — 1] is not a local minimum, which implies that{m — 2] < A[m —1].
Similarly, A[m — 3] < A[m —2|. Continuing in this fashion, we obtait]0] < A[1]. But thenA|0]
is a local minimum, contrary to our initial assumption.

Case 2:Alm + 1] > A[m]. Then the right half of the array must contain a local minimsm
recurse on the right half. This is symmetrical to Case 1.

Case 3:A[m — 1] > Ajm] andA[m + 1] < A[m]. ThenA[m] is a local minimum, so return it.
The running time recurrence1§(n) = 7'(n/2) + ©(1), which yieldsT'(n) = O(log n).
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Problem 6. Straits[24 points]

Let G be a connected, weighted, undirected graph. All the edgghtseare positive. An edge

is astrait between vertices andv if it has weight/, is on a path from; to v whose other edges
weigh ¢ or more, and every path betweerandv contains an edge of weigfitor less. In other
words, to go fromu to v you must cross an edge of weightbut you do not need to cross edges
lighter than/.

Describe an efficient algorithm for finding the weight of theag between every pair of vertices in
G. Analyze the running time of the algorithm.

Hint: Use a|V|-by-|V/| table to keep track of the weights of all the straits. Inizi@lit so that it is
correct for a graph with no edges. Then add the edges one by one

Solution: The initial table has infinity on the diagonal and zero evdrgre else. Suppose the
tableT is correct forE \ {u,v}. We define the tablg” for F using the rule
T'[x,y) = max [ T(z,y), min (T(z, u), w(u,v),T(v,y)), min (T(z,v), w(v,u),T(u,y)) ].

The cost of this update is constant. We perfdrify’ — 1) such updates for every edge, so the total
costisO(EV?).
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Problem 7. TheCakelsaliel [24 points]

At Aperture Bakeries, every cake comes with a binary booledued tree indicating whether or
not it is available. Each leaf in the tree has eithérue or afalse value. Each of the remaining
nodes has exactly two children and is labeled eiéimeror or; the value is the result of recursively
applying the operator to the values of the children. One giaims the following tree:

and

N

or and

true false true false

If the root of a tree evaluates false, like the one above, the cake is a lie and you cannot have it.
Any true cake is free for the taking. You may modify a tree to makedé; the only thing you can

do to change a tree is to turrfase leaf into atrue leaf, or vice versa. This costs $1 for each leaf
you change. You can't alter the operators or the structutbeofree.

Cake is good. Cheap cake is even better. Describe an efficggmithin to determine the minimum
cost of a cake whose tree hasiodes, and analyze its running time.

Solution:  One can compute the truth value of each nod@ (n) time by starting with the leaves
and going up. The precise order can be computed(im) time using either a topological sort or
BFS. If the root idrue, the cake is free, so retufi.

Otherwise, we can use dynamic programming to determinecttis Augment each node with a
field C', the minimum cost to make the notleie. Each node corresponds to the subproblem of
determiningC' at that node.

The base case consists of the leaves. For eachleaf, setC to $0. For eachfalse leaf, setC' to
$1.

Recursive cases:
For alland nodes: Set’ to the sum of the children’§' values.
For all or nodes: Set” to the smaller of the children®&' values.

After computingC' for all nodes, in the same order in which the truth values wemputed
initially, return theC' value of the root.

Since there aré(n) subproblems, and the cost of each subproblem is constariptdl running
time isO(n).
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Problem 8. | Am Locutusof Borg, You Will Respond To My Questions [24 points]

Upon arrival at the planet Vertex T, you and Ensign Treapsajpéured by the Borg. They promptly
throw the ensign out of the airlock. You had better solverthepblem, lest you share his fate.

The Vertex T parking lot is am x n matrix A. There are already 0 1 2 3 4
a number of spaceships parked in the lot. BoK i,5 < n, let ol1 1 1 o
Ali][j] = 0if there is a ship occupying positiaf, j), and1 other-

The Borg want to find théargest square parking space in which to 20111 11
park the Borg Cube. That is, find the largésduch that thereexists3| 1 1 0 O O
ak x k square inA containing all ones and no zeros. In the example 11101
figure, the solution i8, as illustrated by th8 x 3 highlighted box.

Describe an efficient algorithm that finds the size of thedatgquare parking spacedn Analyze
the running time of your algorithm.

Hint: Call A[0][0] be thetop-left of the parking lot, and calA[n — 1][n — 1] the bottom-right.
Use dynamic programming, with the subprobléifa, j] being the side length of the largest square
parking space whose bottom-right corner ig:iaj).

Solution: The base cases are the positions along the top and left Sittesmarking lot. In each
of these positions, you can fitlax 1 square parking space if and only if the space is unoccupied.
Thus, for the base cases 0 or j = 0), we haveS|i, j] = A[i][j].

Now for the general case. Again, f[i][j] = 0, thenS]i, j] = 0, so we’ll only consider the case
whereA[i][j] = 1. There is a parking space of sizevith bottom-right corner ati, j) if and only

if there are three (overlapping) spaces of size 1 at each of the locationg — 1, j), (i,5 — 1),
and(z — 1,7 — 1). Thus, the largest possible parking space is

S[i,j] =1+ min( S[i —1,5], S[i,j—1], S[i—1,5 —1])

The desired answer isax; ; S|i, j], which requiresD(n?) to compute.

There aren? subproblems, and each tak@$l) time to solve, for a time of)(n?). This, added to
the O(n?) to extract the desired answer, gives a t62éh?) running time, which is clearly optimal
because all the data must be examined.



