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Abstract

We introduce a new model of ad-hoc mobile networks,
which we call hierarchical, that are comprised of dense sub-
networks of mobile users (corresponding to highly popu-
lated geographical areas, such as cities), interconnected
across access ports by sparse but frequently used connec-
tions (such as highways).

For such networks, we present an efficient routing pro-
tocol which extends the idea (introduced in [4]) of exploit-
ing the co-ordinated motion of a small part of an ad-hoc
mobile network (the “support”) to achieve very fast com-
munication between any two mobile users of the network.
The basic idea of the new protocol presented here is, in-
stead of using a unique (large) support for the whole net-
work, to employ a hierarchy of (small) supports (one for
each city) and also take advantage of the regular traffic of
mobile users across the interconnection highways to com-
municate between cities.

We combine here theoretical analysis (average case esti-
mations based on random walk properties) and experimen-
tal implementations (carried out using the LEDA platform)
to claim and validate results showing that such a hierar-
chical routing approach is, for this class of ad-hoc mobile
networks, significantly more efficient than a simple exten-
sion of the basic “support” idea presented in [4].

�This work was partially supported by the EU projects IST FET-OPEN
ALCOM-FT, IMPROVING RTN ARACNE and the Greek GSRT Project
PENED99-ALKAD.).

1 Introduction, State of the Art and Our Re-
sults

Mobile computing has been introduced (mainly as a re-
sult of major technological developments) in the past few
years forming a new computing environment. Because of
the fact that mobile computing is constrained by poor re-
sources, highly dynamic variable connectivity and restricted
energy sources, the design of stable and efficient mobile in-
formation systems has been greatly complicated. Until now,
two basic system models have been proposed for mobile
computing. The “fixed backbone” mobile system model
has been around the past decade and has evolved to a fairly
stable system that can exploit a variety of information in
order to enhance already existing services and yet provide
new ones. On the other hand, the “ad hoc” system model
assumes that mobile hosts can form networks without the
participation of any fixed infrastructure.

An ad hoc mobile network ([9]) is a collection of mobile
hosts with wireless network interfaces forming a temporary
network without the aid of any established infrastructure or
centralised administration. In an ad hoc network two hosts
that want to communicate may not be within wireless trans-
mission range of each other, but could communicate if other
hosts between them are also participating in the ad hoc net-
work and are willing to forward packets for them.

Suppose that mobile hosts equipped with wireless trans-
mitters and receivers are moving in a geographical area
forming an ad hoc network. Suppose further that these hosts
want to execute a simple distributed protocol such as leader
election. One way to perform this is to utilise an underlying
communication protocol (see [2]), which delivers (if possi-
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ble) a message from one mobile host to another, regardless
of their position. This scheme, in the case of high mobil-
ity of the hosts, could lead to a situation where most of the
computational and battery power of the hosts is consumed
for the communication protocol.

Is there a more efficient technique (other than no-
tifying every station that the sender meets, in the
hope that some of them will then eventually meet
the receiver) that will effectively solve the rout-
ing problem without flooding the network and ex-
hausting the battery and computational power of
the hosts?

Routing between two hosts in a mobile ad hoc net-
work has been a crucial problem and several approaches
have been developed. Its most important performance char-
acteristic is the amount of (routing related) traffic gener-
ated regarding the mobility rating of the hosts. Conven-
tional routing protocols are insufficient for ad hoc networks
since the routing information generated after each topol-
ogy change may waste a large portion of the wireless band-
width. In [3] J. Broch, D. Johnson and A. Maltz propose
the Dynamic Source Routing (DSR) protocol, which uses
on-demand route discovery. There exist many variations of
the DSR protocol that try to optimise the route discovery
overhead. [15] presents the AODV (Ad Hoc On Demand
Distance Vector routing) protocol that also uses a demand-
driven route establishment procedure. More recently TORA
(Temporally-Ordered Routing Algorithm, [14]) is designed
to minimise reaction to topological changes by localising
routing-related messages to a small set of nodes near the
change. [5] and [6] attempt to combine proactive and reac-
tive approaches in the Zone Routing Protocol (ZRP), by ini-
tiating route discovery phase on-demand, but limit the scope
of the proactive procedure only to the initiator’s local neigh-
bourhood. [11] propose the Location-Aided Routing (LAR)
protocol that uses a global positioning system to provide lo-
cation information that is used to improve the performance
of the protocol by limiting the search for a new route in a
smaller “request zone”.

In [4] we have presented an innovative, efficient routing
protocol based on the idea of using the co-ordinated motion
of a small, “snake-like” part of an ad-hoc mobile network
(the so-called “support”) sweeping randomly the network
and acting as an intermediate message store-and-forward
fixed infrastructure. This protocol, which we briefly de-
scribe in the next section, achieves very fast communication
times between any two mobile users of the network.

In this work, we introduce a new model of ad-hoc mo-
bile networks, which we call hierarchical, that are com-
prised of dense subnetworks of mobile users (correspond-
ing to highly populated geographical areas, such as cities),

interconnected across access ports by sparse but frequently
used connections (such as highways).

For such networks, we present an efficient routing pro-
tocol which extends the idea (introduced in [4]) of exploit-
ing the co-ordinated motion of a small part of an ad-hoc
mobile network (the “support”) to achieve very fast com-
munication between any two mobile users of the network.
The basic idea of the new protocol presented here is, in-
stead of using a unique (large) support for the whole net-
work, to employ a hierarchy of (small) supports (one for
each city) and also take advantage of the regular traffic of
mobile users across the interconnection highway to commu-
nicate between cities.

We combine here theoretical analysis (average case esti-
mations based on random walk properties) and experimen-
tal implementations (carried out using the LEDA platform)
to claim and validate results showing that such a hierarchi-
cal routing approach is, for this class of ad-hoc mobile net-
works, significantly more efficient than a simple extension
of the basic “support” idea presented in [4].

2 Our Previous Work

In [4] we have proposed, theoretically analyzed and ex-
perimentally validated an innovative routing protocol that
can be efficiently applied to weaker models of ad-hoc net-
works as no location information is needed neither for the
support or for any other host of the network. Additionally,
our protocol does not use conventional methods for path
finding; the highly dynamic movement of the mobile hosts
can make the location of a valid path inconceivable - paths
can become invalid immediately after they have been added
to the directory tables.

Based on the work of [7, 4] we use a graph theoretic con-
cept where the movement of the mobile users in the three-
dimensional space S is mapped to a motion graph G(V,E),
jVj=n, jEj=e.

In [4] we provide a particular implementation of efficient
node-to-node communication in a mobile ad-hoc network
by introducing the idea of a (mobile) small-sized support
subnetwork i.e. a subset of nodes that move in a coordi-
nated way and act as an intermediate storage of messages.
Our proposed support is a “snake-like” sequence of stations
that always remains pair-wise adjacent and move in a way
determined by the snake’s head. The head moves by exe-
cuting a random walk on the motion graph.

Definition 1 The support, �, of an ad-hoc mobile network
is a subset of the mobile hosts, moving in a co-ordinated
way and always remaining pairwise adjacent, as indicated
by the support motion subprotocol.

Thus, this protocol can be called “semi-compulsory” in
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the sense that it forces a subset of the mobile hosts to move
in a co-ordinated way.

Definition 2 The class of ad-hoc mobile network protocols
which enforce a subset of the mobile hosts to move in a cer-
tain way is called the class of semi- compulsory protocols.

The scheme proposed in [4], in simple terms, works as
follows: The nodes of the support move in a coordinated
way so that they sweep (given some time) the entire motion
graph. Their motion is accomplished in a distributed way
via a support motion subprotocol P1. When some node of
the support is within communication range of a sender, an
underlying sensor subprotocol P2 notifies the sender that it
may send its message(s).

The messages are then stored “somewhere within the
support structure”. For simplicity we may assume that they
are copied and stored in every node of the support. This
is not the most efficient storage scheme and can be refined
in various ways. When a receiver comes within communi-
cation range of a node of the support, the receiver is noti-
fied that a message is “waiting” for him and the message
is then forwarded to the receiver. For simplicity, we will
also assume that message exchange between nodes within
communication distance of each other takes negligible time
(i.e. the messages are short packets). Note that this gen-
eral scheme allows for easy implementation of many-to-one
communication and also multicasting. In a way, the sup-
port � plays the role of a (moving) skeleton subnetwork (of
a “fixed” structure, guaranteed by the motion subprotocol
P1), through which all communication is routed. From the
above description, the size, k, and the shape of the support
may affect performance.

A more detailed implementation description of the pro-
tocol [4] follows:

At the set-up phase of the ad-hoc network, a predefined
number, k, of hosts, become the nodes of the support. The
members of the mobile support perform a leader election,
which is run once and imposes only an initial communica-
tion cost. The elected leader, denoted by MS0, is used to
co-ordinate the support topology and movement. Addition-
ally, the leader assigns local names to the rest of the support
members (MS1, MS2, ..., MSk�1). The movement of � is
then defined as follows:

Initially, MSi, 8i 2 f0; 1; :::; k � 1g, start from
the same area-node of the motion graph. The di-
rection of movement of the leader MS0 is given
by a memoryless operation that chooses randomly
the direction of the next move. Before leaving
the current area-node, MS0 sends a message to
MS1 that states the new direction of movement.
MS1 will change its direction as per instructions
of MS0 and will propagate the message to MS2.

In analogy,MSi will follow the orders of MSi�1
after transmitting the new directions to MSi+1.
Movement orders received byMSi are positioned
in a queueQi for sequential processing. The very
first move of MSi, 8i2f1,2,...,k-1g is delayed by
Æ period of time.

We assume that the mobile support hosts move with a
common speed. Note that the above described motion sub-
protocolP1 enforces the support to move as a “snake”, with
the head (the elected leader MS0) doing a random walk on
the motion graph and each of the other nodes MSi execut-
ing the simple protocol “move where MSi�1 was before”.
This can be easily implemented because MSi will move
following the edge from which it received the message from
MSi�1 and therefore our protocol does not require com-
mon sense of orientation.

In the experiments done as part of the [4] paper, we no-
ticed that the communication times are slightly improved
when the head of the snake excludes from its random choice
its current position. We also noticed that only negligible
gains come by having MS0 to “remember and avoid” even
many of previous snake positions.

In particular we analytically proved and experimentally
validated in [4] the following basic result for the expected
communication time between any two mobile users of the
network, where G is the motion graph, �2(G) is its second
eigenvalue, n is the number of vertices in G and k is the size
of the support:

Theorem 1 ([4]) The expected communication time of our
routing protocol is bounded above by the formula

E(Ttotal) � 2

�2(G)
�

�
n

k

�
+ �(k)

3 The Model: Hierarchical Ad-hoc Mobile
Networks

In this work, we first introduce a new, hierarchical model
of ad-hoc mobile networks, strongly motivated by real life
situations.

Such hierarchical ad-hoc mobile networks are basically
comprised of sparse but frequently traversed interconnec-
tions of dense subnetworks of mobile users. These dense
subnetworks may appear in cases of high concentration of
mobile users, such as highly populated geographical areas
(cities). We abstract such dense subnetworks of mobile
users by city graphs.

In particular, we abstract the environment where the
users move (in three-dimensional space with possible ob-
stacles) by a motion-graph (i.e. we neglect the detailed ge-
ometric characteristics of the motion. We expect that future
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research will incorporate geometry constraints into the sub-
ject). In particular, we first assume (as in [7]) that each mo-
bile host has a transmission range represented by a sphere
tr centred by itself. This means that any other host inside
tr can receive any message broadcasted by this host. We
approximate this sphere by a cube tc with volume V(tc),
where V(tc) < V(tr). The size of tc can be chosen in such
a way that its volume V(tc) is the maximum that preserves
V(tc)<V(tr), and if a mobile host inside tc broadcasts a
message, this message is received by any other host in tc.
Given that the mobile hosts are moving in the space S, S is
divided into consecutive cubes of volume V(tc).

Such dense ad-hoc networks of mobile users are usually
interconnected across specific access points or ports in a
sparse (and thus efficient) way by certain connections (such
as highways). Such interconnection highways, although
sparse, exhibit a more or less high and regular traffic (as an
example, because of many people and vehicles frequently
moving from one city to another).

We thus distinguish two different categories of mobile
users in such hierarchical ad-hoc mobile networks:

Definition 3 A highway mobile user is a mobile user do-
ing only traversal of the intercity sparse subnetwork, i.e.
moves only on the interconnection highways passing fre-
quently from the access ports.

Definition 4 A city mobile user is a mobile user which ran-
domly moves in a city’s area, i.e. performs a random walk
on the city’s motion graph.

Because of the regular traffic of highway mobile users
in the interconnection highways, we assume that in each
specific moment in time the probability of a highway mobile
user being at a city’s access port is p.

Definition 5 Let p be the probability that at any given time
instance there is a highway mobile user at a city’s access
port.

Note 1 This probability p can also model the intercity ex-
change of information via other means (e.g. fixed infras-
tructure, satellites etc.).

We also remark that, in practice, this probability may
differ between the various access ports and also vary with
time. So we take, for analysis reasons, p to be a lower bound
on these probabilities.

Figure 1 shows a graphical representation of hierarchical
ad-hoc mobile networks.

4 The Hierarchical Support Routing Proto-
col (HSRP)

In this work we exploit the hierarchical structure of such
networks (by employing one support in each city) and also

Access Port

Highway

City

Figure 1. A graphical representation of a hier-
archical ad-hoc mobile network made up from
eight dense subnetworks (cities).

take advantage of this regular (not random) movement of
mobile users in the interconnection highways to achieve sig-
nificantly faster communication than by simply extending
the protocol in [4] (i.e. having a unique, large support for
the whole network).

More specifically, we propose the following hierarchical
extension of the basic idea of a support introduced in [4].
In each city (dense ad-hoc subnetwork of mobile users) we
use a support of size implied by the analysis of the proto-
col in [4]. The cities are interconnected by highways across
specific access points or ports and because of the regular
traffic of highway mobile users in these highways, we as-
sume that in each specific moment in time the probability of
a highway mobile user being at a city’s access port is p (in
practice, these probabilities may differ between the various
access ports and also vary with time, so we take, for anal-
ysis reasons, p to be a lower bound on these probabilities).
For this model of ad-hoc mobile networks, we propose the
following hierarchical routing protocol:
a) When some mobile host of the support is within the com-
munication range of a sender, an underlying sensor subpro-
tocol notifies the sender to give its messages to the support.
b) When the head of the support, performing a random walk
on the motion graph of the city, arrives at the city’s access
port to the highway and it happens (with probability at least
p) to meet there a mobile host leaving towards the highway,
it delivers the messages to this mobile host. If there is no
mobile host at the access port when the head of the support
gets there, the support keeps moving randomly in the city
until a subsequent successful (i.e. meeting a leaving to the
highway mobile user) visit to the access point and the de-
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livery of the messages to some mobile host moving towards
the highway.
c) This mobile user, after having got the messages from the
one city’s support, moves (according to its regular move-
ment on the highway) to the other city’s access point, where
again with probability at least p it meets the other city’s sup-
port and delivers the messages to it.
d) Having received the messages from the mobile host at the
access point, the support forwards them to the receiver host
when meeting it during the random walk in the city.

We wish to emphasize here that although the analysis
and the experiments described in the rest of this paper have
been carried out for the basic case of two cities connected by
a single highway, our protocol and its analysis can be easily
extended to any number of cities interconnected across vari-
ous access ports by a sparse network of highways. This is so
because our approach is inherently modular in the sense that
it actually assumes, for shaping the hierarchy of supports as
a whole, a basic building block: a city and its access port to
some highway. Thus, the changes incurred by adopting the
protocol to any number of cities connected across various
access ports by a sparse network of frequently used high-
ways, are basically quantitative and easy to analyze, and do
not affect the correctness and the essence of our approach.

Additionally, the lower bound on the probability p for
meeting a mobile host heading towards the highway when
a city’s support reaches its access port is clearly a function
of the number of mobile users moving on the highway, their
speeds of movement and the length of the highway. Assum-
ing appropriate values for these parameters, we concentrate
here on constant values for the probability p.

5 Analysis of the HSRP

Before providing some formal analysis of the expected
communication times achieved by our protocol, we give the
following intuitive explanation of its superiority over the
straight-forward extension of the protocol in [4] in such hi-
erarchical ad-hoc mobile networks.

Remark that such a straightforward extension of the sup-
port idea would assume a single “snake-like” support for the
whole network which, in order to receive messages from
a sender mobile user in one city and deliver them to a re-
ceiver user in the other city, would have to necessarily pass
through the highway interconnecting the two cities, an event
that has clearly very small probability, Thus the expected
time needed for such a passage would be extremely high
leading to big communication times.

On the contrary, the hierarchical protocol proposed in
this work needs only a constant expected number of visits
of the support to the access port, because of the constant
(and independent for various visits) probability of a suc-
cessful visit (a visit when the support’s head meets some

highway mobile user) leading to a geometric distribution
for the number of needed visits.

Remark also that the motions of the city mobile users,
which are not members of the support, are determined by
application protocols and that they are independent of the
motion of the city’s support (i.e. we exclude the case where
the other city mobile users are deliberately trying to avoid
�). Moreover, we assume that the mobile hosts of the net-
work have sufficient power to support motion and commu-
nication.

In such cases, any particular mobile user will eventu-
ally meet some node of the support with probability 1. In
fact, and by using the Borel-Cantelli Lemmas for infinite
sequences of trials, given an unbounded period of (global)
time (not necessarily known to the mobile stations) each
user will meet the support infinitely often with probability 1
(since the events of meeting the support are mutually inde-
pendent and the sum of their probabilities diverges). This
fact guarantees correct delivery of a message onto its city’s
support � and, then, correct reception by a destination node
when it subsequently meets its city’s support.

We proceed by estimating the communication times
achieved by our protocol.

The time needed for two mobile users in different cities
to communicate is:

Ttotal = X +X� +XAP + Thighway + YAP + Y� + Y

where X , Y represent the times (which are random vari-
ables) needed for a mobile user to meet its city’s support, re-
spectively, X�, Y� are the times for the messages to propa-
gate within each city’s support, respectively. XAP and YAP
are random variables representing the times needed for the
randomly moving support’s head of each city to deliver (re-
spectively, receive) the messages to (respectively, from) the
corresponding access port. Thighway is the time needed for
the mobile user on the highway to carry the messages from
one access port to the other.

Time-efficiency of semi-compulsory protocols for ad-
hoc networks is not possible to estimate without a scenario
for the motion of the mobile users not in the support (i.e. the
non-compulsory part). However, in a way similar to [4, 7],
we propose an “on-the-average” analysis by assuming that
the movement of each city mobile user is a random walk
on the corresponding city graph G. We propose this kind
of analysis as a necessary and interesting first step in the
analysis of efficiency of any semi-compulsory or even non-
compulsory protocol for ad-hoc mobile networks. In fact,
the assumption that the mobile users are moving randomly
(according to uniformly distributed changes in their direc-
tions and velocities, or according to the random waypoint
mobility model, by picking random destinations) has been
used in [8], [5].
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We assume further that all random walks are concurrent
and that there is a global time t, not necessarily known to
the hosts. We are now able to define the random walk of
a mobile user on G that induces a continuous time Markov
chain MG as follows: The states of MG are the vertices of
G. Let st denote the state of MG at time t. Given that st=u,
u2V, the probability that st+dt=v, v2V, is p(u,v)�dt where

p(u; v) =

(
1

d(u)

0

if (u; v) 2 E

otherwise

and
d(u) is the degree of vertex u.

We denote E� [ ] the expectation for the chain started at
time 0 from any vertex with distribution � (e.g. the initial
distribution of the Markov chain).

Let Ti = minft � 0 : st = ig be the first hitting time
on state i (the first time that the mobile host visits vertex i).

To estimate the expected values of X and Y, we work (in
a way similar to [4]) as follows:
(a) Note first that X, Y are, statistically, of the same dis-
tribution, under the assumption that u, v are randomly lo-
cated (at the start) in the corresponding city graph G. Thus
E(X) = E(Y ).
(b) We now replace the meeting time of u and � by a hit-
ting time, using the following thought experiment: (b1) We
fix the support � in an “average” place inside G. (b2) We
then collapse � to a single node (by collapsing its nodes to
one but keeping the incident edges). Let H be the resulting
graph, � the resulting node and d(�) its degree. (b3) We
then estimate the hitting time of u to � assuming u is some-
where in G, according to the stationary distribution, ~�, of
its walk, on H. We denote the expected value of this hitting
time by E�T

H
� .

Thus, now X + X� = Y + Y� = E�T
H
� + O(k).

Proceeding as in [1] we have (see a proof in [4])

Lemma 1 ([1]) For any node � of any graph H in a
continuous-time random walk

E�T
H
� � �2(1� ��)

��

where �� is the (stationary) probability of the walk at node
(state) � and �2 is the relaxation time of the walk.

Note 2 In the above bound, �2= 1
�2

where �2 is the sec-
ond eigenvalue of the (symmetric) matrix S=fsi;jg where
si;j=

p
�i pi;j (

p
�i)

�1 and P=fpi;jg is the transition ma-
trix of the walk.

It is a well-known fact (see e.g. [13]) that 8v 2 VH ,
�v = d(v)

2m0
where m0 = jEH j is the number of the edges of

H and d(v) is the degree of v in H. Thus �� = d(�)
2m0

.

By estimating d(�) and m0 and remarking that the opera-
tion of locally collapsing a graph does not reduce its expan-
sion capability and hence �H2 � �G2 .

Theorem 2

E(X) = E(Y ) � 1

�2(G)
�

�
n

k

�

where n, k, �2(G) are, respectively, the number of vertices
of the motion graph of each city, the support size and the
second eigenvalue of the adjacency matrix of the motion
graph of each city.

Note 3 The above upper bound is minimised when k =q
2n

�2(G)
, a fact also verified by our experiments.

This analysis indicates the important fact that only a
small sized support � is needed in each city to achieve very
efficient times for reaching the support. This size (actually
of order equal to the square root of the number of vertices
in the motion graph) is also verified experimentally.

We now proceed with the analysis of the XAP and YAP
times. Remark that, XAP and YAP have statistically the
same distribution, thus their expected value, because of
Lemma 1 and the fact that �AP = dAP

2m , is given by:

E(XAP ) = E(YAP ) =
1

p

1

�2(G)
�

�
2m

dAP

�

(where m is the number of edges in the motion graph
and dAP is the degree of the access port vertex), since the
expected number of visits of the support’s head to an access
port until a successful meeting with a highway mobile user
is geometrically distributed with success probability p, and
a visit of the support to the access port can be in fact viewed
as a hitting time of a mobile user starting from a random
point to the access port (since the support’s head performs
a random walk).

Now, we may naturally assume that the degree dAP of
the vertex corresponding to the access port is (because of its
critical with respect to connectivity position in the network)
at least d, where d = 2m

n
is the average degree in the graph.

Thus, we get

E(XAP ) = E(YAP ) =
1

p

1

�2(G)
�
�
n
�

Finally Thighway is a function, as we have already said,
of the highway traffic parameters and we consider this to be
a given parameter of the protocol having constant size.

Thus, we finally get:

E(Ttotal) =
1

�2(G)

�
�
�n
k

�
+

1

p
�(n)

�
+ 2�

�
k
�
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which gives a linear average message delay E(Ttotal) =
O
�
n
�
, where n is the number of vertices of the motion

graph of each city.

6 Experimental Results and Algorithmic En-
gineering

6.1 Discussion on the Experiments

The experimental results have been used to evaluate, fur-
ther investigate and comparatively study the performance of
the Hierarchical Support Routing Protocol (HSRP) and the
Original algorithm ([4]) in the new model of hierarchical
ad-hoc networks.

In the experiments, we used one sender for generating
and transmitting messages and one receiver for the destina-
tion of the messages, located at a different city. Both sender
and receivers were part of the city mobile users group and
were not allowed to move outside the area-borders of the
dense subnetwork of their initial deployment (i.e. become
members of the highway mobile users group). More cru-
cially, we assumed that only one access port was available
at each city, providing a direct connection between the two
cities where the sender and the receiver where located. The
experiments were carried out for different p and k for at
least 500,000 exchanges regardless protocol generated traf-
fic. In some cases (where k was near the optimum values
stated in the analysis), we extended the message count to
800,000. In order to experiment on realistic cases, we used
the Gn;p model of random graphs. These graphs are ob-
tained by sampling the edges of a complete graph of n nodes
independently with probability p.

Two sets of experiments were carried out. The first set
of experiments investigate the performance of the Original
algorithm when applied to hierarchical ad-hoc mobile net-
works. We observe that communication between hosts lo-
cated in different cities is successfully achieved, and that as
the total number n of motion-graph nodes remains constant,
as we increase the size k of �, the total message delay (i.e.
E(Ttotal)) is decreased. More importantly, the algorithm
maintains the same basic behaviour described in [4], in the
sense that E(Ttotal) initially decreases very fast with in-
creasing k, while having a limiting behaviour of no further
significant improvement when k crosses the threshold value
indicated by the analysis in [4]. In figure 2 the curve of the
performance of the Original algorithm is displayed.

The experiments indicate that, although the pattern of the
Original algorithm’s performance remains the same, it does
not provide sufficient communication times even if the size
k of the support is above the threshold value indicated in
[4]. This implies the fact (also remarked analytically) that
the average message delay is affected (in fact dominated)
by the time (whose expectation is very high) required for

Original Algorithm on Hierarchical Networks
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Figure 2. Average message delay over Sup-
port size k for two cities (n=1600) with one
access port at each city and interconnected
by one highway.

the support to reach the access port of the city and enter
the highway in order to move to the other city and finally
deliver the messages to their destination.

In the second set of experiments we evaluate the per-
formance of the HSRP and we remark that E(Ttotal) only
slightly depends on the actual size of the graph and the size
of the support � but is mainly affected by the probabil-
ity p measuring the frequency at which the highway mo-
bile users arrive at the city’s access port. This is also ex-
pressed throughout the theoretical analysis by the effect of
the probability p on communication times. The curve of fig-
ure 3 clearly shows that for a fixed number of motion-graph
nodes (e.g. n=1600) and fixed size of � (e.g. k=10) as the
probability p increases, the overall average message delay
drops. Actually, E(Ttotal) initially decreases very fast with
increasing p, while having a limiting behaviour of no further
significant improvement when p crosses a certain threshold
value. Therefore, taking into account a possible amount of
statistical error, the following has been experimentally vali-
dated:

if p1 > p2 ) E1(Ttotal) < E2(Ttotal)

Furthermore, the experimental results have been used
to compare the average message delays for various sup-
port sizes k for a fixed number of motion-graph nodes (e.g.
n=1600). It is shown that by increasing the support size k
no significant performance is gained. An intuitive explana-
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Figure 3. Average message delay over Prob-
ability p of meeting a highway mobile user
when entering an access port for different
support sizes k.

tion of the fact that in figure 3 all curves are almost identical
is that the time for � to move to the access port of the city
and encounter a highway mobile user dominates the overall
message delay. If we take into account possible amount of
statistical error that our experiments are inherently prone to,
we can clearly experimentally conclude the following:

E(XAP ) >> E(X)

Finally, by combining the results of both sets of experi-
ments we can compare the performance of the two routing
algorithms. In figure 4 the overall average message delay of
the algorithms is shown for a fixed number of motion-graph
nodes (e.g. n=1600) per city and for a total of two cities. We
remark that the communication times achieved by HSRP are
indeed by far more efficient than those of the original algo-
rithm even in the case of a small probability p. Moreover,
figure 4 supports the claim that the effect of probability p

over the communication times has a limiting behaviour of
no further significant improvement when p crosses a certain
threshold value.

More specifically, although the analysis cannot easily
answer precisely the question of how frequent the move-
ment of the highway mobile users must be in order to
achieve high performance, experiments however indicate
that a low probability p (infrequent movement of highway
mobile users) suffices to achieve efficient communication

Original Algorithm vs HSRP
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Figure 4. Original Algorithm versus HSRP for
two cities (n=1600) with one access port at
each city with varying support sizes k.

times while higher probabilities (more frequent movement
of highway mobile users) incurs only a slight improvement
on the communication times. Actually, experiments imply
that if p=0.35 the Hierarchical Support Routing Protocol
achieves very efficient communication times even if a small
support size k is chosen.

The experiments also indicate that the time required for
the head of the support subnetwork to visit an access port
and meet a highway mobile user dominates the overall com-
munication times. More crucially, we remark that a very
small sized support � is needed in order to achieve very
efficient communication times. This size (actually of order
bounded above by the square root of the number of vertices
in the motion graph) is indeed verified experimentally.

Thus, taking into account a possible amount of statisti-
cal error, through the experimental validation process, the
following can be claimed for the performance of HSRP:

if k1 > k2 6) E1(Ttotal) < E2(Ttotal)

Remark that, for the original protocol in [4], we have:

if k1 > k2 ) E1(Ttotal) < E2(Ttotal)

The experimental work on the proposed hierarchical ad-
hoc mobile networks provides an important insight for fine-
tuning of both the original algorithm and the hierarchical
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support routing protocol. It is well understood that the for-
mer does not achieve adequate communication times while
the later performs with high efficiency.

6.2 Implementation of the Algorithm using LEDA

The algorithm was implemented into programs with the
use of the Library of Efficient Data-types and Algorithms
(LEDA, [12]). The library provides natural and elegant
tools that made the transfer process from algorithms to pro-
grams very easy and fast. LEDA is ideally suited for rapid
prototyping as summarized in the equation: Algorithm +
LEDA = Program. Moreover, the data structures and al-
gorithms in LEDA are efficient while the OOP enforced by
C++ ensures code reusability.

To implement the Hierarchical Support Routing Protocol
and modify the Original Algorithm so that it works on Hi-
erarchical Ad-Hoc networks, we extended LEDA in order
to support the mobile host class, the message class and the
transmission medium class. Actually, the implementation
used in [4] was the basis through which the new protocol
was prototyped. By making the required modifications in
specific parts of the original code, the reusability and ease
of use of LEDA made the task of modifying the original
protocol and implementing the new one very fast indeed.

6.3 Algorithmic Engineering

The extension of the original routing algorithm in [4] to
support new hierarchical models of ad-hoc mobile networks
imposes a number of critical issues. In order to evaluate, re-
solve and fine-tune such issues, the proposed protocol must
be subjected to algorithmic engineering.

Throughout the model for hierarchical ad-hoc networks,
the users have been distinguished between two well defined
groups (city and highway mobile users). However, in real-
ity, the users may freely move from one group to another
(i.e. move to another city through the highways intercon-
necting the cities).

Instead of providing a subprotocol to determine and
monitor the location of each mobile user, the hierarchical
algorithm assumes that a recipient of a message can be
located anywhere within the ad-hoc network. Therefore,
each mobile support propagates messages to all neighbour-
ing cities creating in such a way a number of multiple copies
equal to the number of dense subnetworks (cities) that make
up the hierarchical ad-hoc network. These copies will be
stored at each city’s support for a given period of time, suf-
ficient to meet the recipient host if it lies within the area-
borders of the city. This period can be set to be analogous
to the cover time of each city’s graph.

Furthermore, the cities may be interconnected through a
number of access ports in order to form the hierarchical ad-

hoc network. The number a of access ports of each city, the
parameter pai of each access port ai and the interconnec-
tion topology of the cities affect the expected total average
message delays in a way that seems difficult to be handled
analytically and whose investigation may be facilitated by
algorithmic engineering approaches.

7 Future Work

We intend to strengthen our results by providing a tighter
analysis concerning the effect of probability p on the hitting
times of the head of the support to the city’s access port. We
also wish to investigate the performance of the proposed al-
gorithm on more complicated hierarchical ad-hoc networks
and the corresponding effect on communication times of
having many access ports per city.
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