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Announcements
Quiz out dueApril21

Individual but please feel freeto ask in OH private Piazzaposts

projectmentorsassigned your group should hearfromthemsoon if
notyet

Planfortod
Review ZK proofs

LUE hardness parameters

Review GentrySahai Voters FHE
construction

Quantum
CCApost Q



Goal of today is to understand LUE moefulk

Why
Crypto assumptions are crucial

the foundation of cryptography's utility are no

stronger than the assumptions used

kor's algorithm on a quantum computer can solveall

in time 043 by using entanglementand a

subroutine called the quantum Fourier transform



LWEa nditssumedha.de
learning with errors

Need four parameters to define instance of LUE

q n m

prime q is the field size of Ig

n is number of variables to learn ie determine

m is number of equations to solve for the
variables

X is prob dist for the errors i.e noise distribution

Mildly misleading X is not necessarily nor usually thechi distribution

Also denoted it is common to take noise from the

discrete normal distribution

y ECX o

so everything VarCX 02 morelaferostays an

integer and we
don't leave Iq



Wo main forms of LV E assumption

oth take s Ign A Ign e Xm each elementsample
independently

rguably the intuitive form

earchLWE
Get CA sate
Find s

Hardness no PPT algorithm 1 can outputs with

non negligible probability

what we saw on Wednesday

DecisionLVEI
Get A b where b cIgm

Decide did you get
A sate or A Ue

Hardness no PPT 1 can correctly decide

with probability greater than I negel
w

guessing
asymptote

advanta
is negligibl



3 ig questions

why is it hard
No answer We don't thou it is hard it just
seems to be

Where might it be hard

Our next topic
How to set parameters q n m X

n is the security parameter

what can we say about the other parameters

as a function of n

i e qCn

mln
Xen



LUE.sdependenceonm.IE
men SA will not determine s

s not uniquely defined from system of

linear equations SA

ppTA has to guess on n m variables

each variable one of q
possibilities

guessing works
with negl prob

her m n SA now probably fully determined

6A is random so could fail to

determine s even here

S is determined when rank A n

We have rank A n when thecolumnsof

A are orthogonal

Collisionargument
probability of 2 columns of A
colliding ie being non orthogonal

Pr 2 columnsare notorthogonal
of waysnottobeorthogo

In total of

Pr K collisions g
k vectors in Z

K collisions means rankA is maxfnMIT
rib this is atmos
equalto n



Finally we need m k u

or that K m n

we can compute the probability that there are too many

collisions which is when It m n and therefore

we doit have full rank bysumming
over

K m ntl to m l

geometric series
PrEotfullrank E EEank init'EnK mntl

aLy
e I

I ya y i

q
H Phew

Easy to make negligible

So when m n SA is overwhelmingly

likely to determine s uniquely



Can m be too big

YESI
If mln is super poly n for example 2n no T

then hardness breaks down

his is because PPT 1 can run in poly time in

siteofinput and matrix A alone is size

n m

he



What about the noise X

Uniform noise e Igm is too much

Now sate really is uniform so we have

information theoretic hiding

but also now A and sate are independent

so the tuple is useless for crypto

3ut nonoise X Ste for nEZq is nothard ata

With discrete normal noise standard deviation

0 it turns out the sweet spot is

to have occq such that

Io poly n

so q
and o are relatively determined

for hardness of LWE to hold

When polyCnl best known algorithm cnn.at

find s in O 24 BlumKalai
Wasserman2003

Ef Io superphyla notenough noise and FA



PK crypto from LWE

Gente s c 2g A c 2ft
m here

ec

xnpk.LAb b sate
sk s

Encfk.tl MEE9l3 is a bit

C xn A n j

CT _t.CA b3tCo.o o

frantimatrix

DeclskCT compute CT.fi t.CA
lbJtCo4hiDf

t.ftHb DtM

f sAtb tM

f.f sA ts Ate tM

t.etueflt.eeJ no2ccq so if t.etµ
then µ was 1
otherwise µ was 0


