Recent methods for approximate colorings of 3-colorable
graphs

Adam Sealfon (asealfon @mit.edu), Adam Yedidia (adamy @mit.edu),
Melissa Gymrek (mgymrek @mit.edu)

December 12, 2012

1 Introduction

A k-coloring of a graph is an assignment of one of k colors to each vertex such that no two adjacent vertices
are assigned the same color. Graph coloring problems have a variety of real-world applications in areas such
as scheduling and register allocation (and solving sudoku puzzles). Additionally, they offer a rich set of
problems and have led to many fundamental insights in graph theory.

Surprisingly, different graph coloring problems can have wildly different difficulties: while coloring a 2-
colorable graph can be done in linear time, 3-coloring is one of the original NP-hard problems described.
Therefore, we must resort to approximation. In particular, the question we explore here is:

Given a 3-colorable graph with n vertices, how many colors k£ do we need to color it in polyno-
mial time?

Here we will give a brief overview of the evolution of approximation techniques for coloring 3-colorable
graphs, beginning with the O(,/n) solution of Widgerson [4], up to the recent O(n%2038) solution by
Kawarabayashi and Thorup [3]. We will then describe in more detail the method of [3] and that of Blum [2]
from which the recent solution draws heavily. We will conclude by commenting on ways the combinatorial
methods described here have been improved.

2 From /n to n%20%

The first set of approaches to 3-colorable graph approximations work by taking a vertex of interest and
looking at its immediate neighborhood. Progress is made on that isolated subgraph before moving on to color
the rest of the graph.

The earliest well known approximation for coloring 3-colorable graphs was given by Widgerson [4]. This
method (essentially the same as what we were asked to derive in problem set 8) works by repeatedly taking
a vertex of degree more than O(y/n) (else we can greedily color with O(y/n) colors), and determining a
3-coloring for it (one color) and its immediate neighbors (two additional colors). That vertex can then be
collapsed, and we can no longer use the two colors we used for the neighbors. This simple approach uses

3 [+/n] colors. Berger and Rompel [1] improved this approach to O( \/I‘MT
og(n

) by choosing log(n) vertices to
start with rather than just one.

The next major improvements came with the new technique of looking not only at the immediate neighbors
of a vertex, but also at the neighbors of neighbors, or the second neighborhood. The first of these was by



Blum [2], who described an algorithm using O(n2/%) colors, which was improved to O(n®/8) by paying
close attention to dense areas of the graph of interest. His method works by finding isolated subgraphs of
second neighborhoods where progress can be made (progress will be defined shortly). Kawarabayashi and
Thorup [3] improved this to O(n4/ 11 by looking at subsets of second neighborhoods for sparse cuts that
isolate sets of vertices that must share the same color. Although not described here, using the technique
of semi-definite programming these techniques can be improved to O(n°2°72) and O(n%2038), respectively,
giving the current best approximation for coloring 3-colorable graphs.

3 Preliminaries

We first provide definitions of terms used throughout this paper, and then introduce the concept of second-
order neighborhoods, which are an important component of the combinatorial constructions presented below.

3.1 Definitions

Definition 1 The neighborhood N (S) of a set of vertices S is the set of vertices that are adjacent to a vertex
inS.

Similarly, the second neighborhood N (N (S)) of a set of vertices S is the set of vertices that are adjacent to
a vertex in the neighborhood of .S, but that are not themselves in the neighborhood of S. In other words, the
set N(N(S)) contains the vertices of S and the vertices of distance exactly 2 from S.

Definition 2 The chromatic number of a graph is the smallest number of colors with which that graph can
be colored.

Determining the chromatic number of a graph is known to be NP-hard.

Definition 3 A set S of vertices is a monochromatic set if all vertices in S have the same color in some
optimal coloring of the graph. Similarly, S is a multichromatic set if in every optimal coloring of the graph
some pair of vertices in S is colored with different colors.

Definition 4 An independent set in a graph is a set S of vertices such that no pair of edges in the set is
adjacent.

Independent sets are useful because they can be colored with a single color in O(n) time. For graph coloring
purposes, an independent set is essentially a O(1)-colorable set.

3.2 Second-order neighborhoods

In the algorithms presented below, we are interested in searching the second neighborhood of each vertex
rather than the neighborhood of each vertex for large independent sets. This is due to the difference in impact
of the color of a vertex v on its first neighborhood vs. its second neighborhood. This section is devoted to
explaining, in a very general sense, why this difference exists, thereby giving the reader an intuition at the
most basic level for why the algorithm represents an improvement over the y/n-approximation algorithm.

When we are looking to find a large independent set, we would like to show that a large fraction of the second
neighborhood of vertex v whose color is green (for example) is also green. Although this is no proof, a good
heuristic for how easy it will be to show that a large fraction of the first or second neighborhood of a vertex
is a single color is the probability that a large fraction of that neighborhood turns out to be that color given



an optimal coloring on a random graph. When we take a green vertex in an optimal coloring of a random
graph, its first neighborhood is in expectation half-red, half-blue. Its second neighborhood, however, is in
expectation half-green, and the variance will be much lower, because if a typical vertex degree on the graph
is d, there will be in expectation ©(d?) vertices in the second neighborhood while there were ©(d) in the first.
For this reason, “More likely,” of course, was in quotes because Blum’s algorithm is not probabilistic; but by
restricting the degree of each vertex, and by restricting the number of neighbors that can be shared by two
vertices, Blum and later Kawarabayashi and Thorup, restrict the problem enough to use the above intuition.
This concept is depicted in Figure 1.

Figure 1: The second-order neighborhood of a vertex v. Roughly half of the second neighborhood will be
green.

4 Progress toward k-coloring

Second-neighborhood structures are useful because they help find large independent sets, which help us make
“progress” towards a k-coloring of the graph. In order to formalize this concept of “progress,” Blum divides
it into three types and defines each in his paper. We reuse these definitions as a way of helpfully describing
the possible steps taken by a hypothetical graph coloring algorithm.

Progress Type 1: Identify an independent or 2-colorable set of size Q(n/k). If we find such a set, we can
color it quickly with a constant number of colors, and proceed to the rest of the graph. If used repeatedly, this
progress type will result in a k-coloring of the graph, since we will have used O(1) colors for each Q(n/k)
vertices, resulting in the use of O(1)/Q(n/k) = O(k/n) colors per vertex and O(k) colors for the whole
graph.

Progress Type 2: Identify an independent or 2-colorable set of size | S| with a neighborhood of size |S|O(k/n).
If we find such a set, the neighborhood of that set will be small enough that we can “set it aside” and always
be able to find colors with which to color it later. If used repeatedly, this progress type will also result in a
k-coloring of the graph, since we will have been using O(k/n) colors per vertex amortized over each vertex
in S.

Progress Type 3: Identify two vertices that must have the same color. If we find two such vertices, we can
safely “merge them” (i.e. take the neighbors of one and join it to the neighbors of the other). Note that this
type of progress reduces the size of the graph but uses no colors, so we need not worry about the coloring
that would result from repeated application of this type of progress.

It follows that if we can prove that we can always make progress of one of types 1, 2, or 3, we can reach an
O(k) coloring. The three types of progress are depicted in Figure 2.

Blum proves an important theorem regarding progress, which we will make use of later. We will refer to this



Progress Type 1 Progress Type 2 Progress Type 3

® ) r

In/k| independent set  |S| independent set with
|S|O(k\n) neighborhood

Figure 2: The three types of progress toward k-coloring.

as Blum’s Theorem. The theorem states that:

Theorem 5 If there is a set of vertices that are neighbors with both of two vertices u and v of size at least
Q(n/k?), then we can make one of the three types of progress. Formally, if [N (u) NN (v)| = Q(%), we can
make progress.

This proof has an important lemma that is also used throughout, and referred to below as Blum’s Corollary.

Corollary 6 Given a vertex set X C V of size at least V = n/ k2, in polynomial time we can either make
progress towards a O(k)-coloring of G or can guarantee that X must be multichromatic.

Details of proofs of these are not given here, but we may come to understand this theorem as follows: define
the set S to be equal to N (u) NN (v). If S is not 1-colorable, then we can make Type 3 Progress; v and v must
be the same color, for obvious reasons (2 colors must be used to color S; u and v must share the final color).
We may therefore assume that S is monochromatic; then, if | N (S)| < n/k, we have made Type 2 Progress,
since the set S is 2-colorable and has size n/k?. If | N(S)| > n/k, then we make Type 1 Progress. We know
we can make Type 1 Progress in this case, since the set N (.5) is 2-colorable (it must be; .S' is monochromatic)
and large.

S Combinatorial 3-coloring approximations

Below we describe two combinatorial 3-coloring approximations that make use of second neighborhoods.
We first describe the framework for Blum’s O(n?/®) result, and then describe and analyze the ~work of
Kawarabayashi and Thorup which builds upon Blum’s techniques resulting in an algorithm using O(n4/ 11y
colors.

5.1 Blum’s O(n?*/°) approximation

Blum’s algorithm attempts to make progress by looking at second neighborhoods. It either makes trivial
progress, or finds independent sets inside of this neighborhood. This approach was inspired by thinking
about the structure of random graphs, but Blum restricts the structure of these second neighborhoods to have
the desired properties even for general graphs. The details come in dealing with these structures.



5.1.1 Preliminaries

In order to understand Blum’s preliminary O(n?/%) combinatorial algorithm, define a parameter § = 1/(5logn).
Additionally, we divide the vertices into bins I; based on their degree; each bin I; contains those vertices
whose degree is at least (1 + 6)7 and less than (1 + 6)/*!. Similarly, we define a “specific neighborhood”
N;(S), which is like the previous definition of a “neighborhood”, except only including vertices for whom
the number of edges connected to S is at least (1 + &) and less than (1 + §)**1,

5.1.2 The algorithm

Now, we explain the algorithm. First, we can assume that all vertices have at least k& neighbors, since we can
otherwise make progress of Type 2. Additionally, we can assume that no two vertices have a neighborhood
of size O(n/k?), since that would allow us to make progress using Blum’s Theorem.

We take the remaining graph, and for each vertex v and each i,5 € 1,2, 3, ...5log2 n, we define T, ; ; =
N;(N(v) N I;). In other words, T, ; ; is the set of distance-2 neighbors of v, considering only neighbors that
have degree in bin /; and only distance-2 neighbors that have between (1 + §)* and (1 + §)**! connections
to those neighbors.

On each of these T, ; ;, Blum gives a method to determine an independent set in polynomial time. We do not
describe this method here, but it relies on the BE/MS Vertex-Cover approximation algorithm. The resulting
independent set will have size Q(n%/% /(log n)®/?), resulting in Type 1 Progress.

5.1.3 Independent sets can always be found

It remains simply to prove that such a set will be found each time. Blum does this using the following logic:

Theorem 7 Given a graph with average vertex degree d and an independent set R such that Q(1) of the
edges in the graph are incident to vertices of R and the average degree of R is at least d, there exists some
vertex v and some bin I; satisfying the following two conditions: (1) The number of neighbors of v that are
in bin I; is large (Q(6%d/ log, s n)). (2) A Q(1 — 38)-fraction of the edges from neighbors of v in bin I; are
incident to R.

Theorem 8 Consider any set S for which an Q(1)-fraction of the set is incident to another set R. For some
J» a significant fraction (§2(6/log, 5 n)) of edges (s,r) between S and R involve a vertex s € S in bin I;.
Furthermore, a significant fraction (1 — 20)) of the neighbors of the elements of S N I are in R.

This makes a good deal of sense—since the degrees inside degree bins increase exponentially, one of them
must hold many of the edges. Blum proves these results by means of the pigeonhole principle. Having shown
these two theorems, Blum combines them. In the optimally-colored graph, he knows that there exists some
color (call it red) for which it is true that most of the edges going out of vertices of other colors are going into
vertices of that color (this must be true of the most common color.)

For some set S, he analyzes the number of edges between the red vertices with bounded degree and that set.
By Theorem 7, there must be many edges like these, because the number of edges between red vertices with
bounded degree and the set S is asymptotically equivalent to the number of edges between all red vertices
and S, and some constant fraction of those edges are incident on a large independent set.

By Theorem 8, he will be able to find some vertex and some degree-bound for which there are a lot of vertices
with that degree who are neighbors of that vertex. This all together implies that when he searches the second
neighborhood of every vertex for potential large independent sets, he will find one.



This logic is the basis for Blum’s combinatorial n°-4-coloring algorithm. He later explains a better algorithm—
n9375_an improvement that gains using much the same ideas as above, but using a different method for
coloring high density regions of the graph.

5.2 Kawarabayashi and Thorup - an O(n*/'") coloring algorithm

Like Blum, the basic approach of the method of [3] is to find induced subgraphs of the second neighborhood
of some vertex with a specific structure. The method then either makes progress toward a k-coloring, or finds
a cut giving a smaller section of the second neighborhood graph on which to recurse. This is done until all
vertices are assigned a color. Here, the goal number of colors, k, is:

k=0((n/Amin)*") (1)

where A,,;, is the minimum vertex degree. We will discuss in the analysis how this color bound was ob-
tained.

Their method heavily relies on Blum’s Corollary which is reiterated here: Given a vertex set X C V of size
at least ¥ = n/k?, in polynomial time we can either make progress towards an O(k)-coloring of G or can
guarantee that X must be multichromatic. A repeated pattern of the algorithm described below is: any time
we have a set of vertices this size, we use this lemma to say that if we make progress, we’re done, and so we
assume that we did not make progress.

5.2.1 Second neighborhood structure

Before describing the algorithm, we describe the second neighborhood structure used by [3]. This structure
consists of a root vertex rg, labeled red, along with subsets of its first and second neighbors Sy C N(r¢) and
To C N(Sp), respectively. The structure has the following constraints:

1So| > Ao

To| < %

e All edges are between r and Sy or between Sy and 7.

All vertices in Sy have average degree Ag into Tj.

The degrees from T to Sy are within a factor of (1 & o(1)) around an average dy > A%%.

e The method looks at subgraphs (S,T) C (S, Tp) and will always maintain that there are more than
U = n/k? vertices of degree more than §y/16 in T'. Call these vertices high-degree vertices.

where Ag = Q(Amm). In [2] Blum gives a method using vertex cover approximation to find such a structure
in polynomial time, and we do not present that here. The size and degree bounds will be important later in
describing how we can make progress and in deriving the bound on the number of colors. For now we are
just concerned about the general structure of the graph. This is visualized in Figure 3.

5.3 Cut-or-color method

The algorithm first determines a subgraph of the structure described above by choosing an S and 7" such that
the degree constraints are met. The core method that acts on this subgraph is called cut-or-color. Let U be
the set of high degree vertices in 7. The method then takes an arbitrary ¢ € U and finds either:



® Average degree A to T,

Degrees to S are (1 £ 0(1))8,
where 8, > A *k/n

|S,1>4, T |>n/k

Figure 3: The second neighborhood structure used by [3]. The structure gives a subgraph of the second
neighborhood of a red vertex ry with degree constraints on vertices in each subset.

e (1) A sparse cut giving a subproblem (S’,7") C (S, T) on which to recurse.

o (2) Progress toward k-coloring.

e (3) A guarantee that if r and ¢ have different colors in some 3-coloring, then .S is monochromatic in
that 3-coloring.

These three outcomes are show in Figure 4.

Figure 4: Three outcomes of the cut-or-color method. Either a sparse cut, progress, or a guarantee of
monochromicity of .S results from an application of cut-or-color.

If cut-or-color finds a sparse cut, we can then just recurse. If it makes progress, we are done. If we do neither
after looking at all high degree vertices, we know S is monochromatic: If ¢ is red, S must be blue and green,
and U is assumed multichromatic, which we can test using Blum’s Corollary. So there must be one colored
different than rg, and by (3) of cut-or-color S must be monochromatic.

We now describe the cut-or-color method. The basic idea is: pick a high degree vertex ¢ which we assume
has a different color than rg, say green. Let X be the neighborhood of ¢ in S and Y be the neighborhood of
X inT. We will expand both X in S and Y in T as far as we can while maintaining that: (1) X is all blue
and (2) Y has no blue (Figure S5A). If we get that X = S, we get outcome (3) that says .S is monochromatic.
Else, we declare a sparse cut (outcome (1)).

Now we describe how X and Y are extended. First we look at X -extensions. Consider a vertex s with at least
U edges into Y. We test the neighbors of s in Y using Blum’s Corollary, and assume they are multichromatic



(else we make progress and have outcome (2)). Y has no blue, and so s must have both red and green
neighbors, and so s must be blue. Add s to X and all neighbors of s in 7" to Y (Figure 5B).

Now we describe Y -extensions. Consider a vertex ¢’ in T\Y. Let X' be its neighborhood in S and Y its
neighorhood in T'. If |Y N'Y’| > ¥, we can use Blum’s Corollary to check if it is multichromatic. If not,
we make progress and get outcome (2). If so, we prove by contradiction that ¢’ cannot be blue: if it were,
then X’ would be all green, and so Y’ N'Y would be all red, which is a contradiction, since we said it is
multichromatic. Therefore, ¢’ is not blue and we can add it to Y (Figure 5C).

Figure 5: Extensions in cut-or-color. (A) The goal of extentions is to increase the size of the all blue set X
and the non-blue set Y. (B) X-extensions look for a vertex that can be added to X (which also results in
adding vertices to Y). (C) Y-extensions look for vertices that can be added to Y.

We extend X and Y as far as possible. Eventually, either we have made progress (outcome 2), found that
X = S and make monochromatic progress (outcome 3), or find a sparse cut, (X,Y") (outcome 1) defined
loosely as having no cut edges between X and T\Y and few cut edges between Y and S\ X. We then call
cut-or-color recursively on (X, Y") and will make further progress in the recursive calls.

5.4 Analysis

The crux of the analysis lies in demonstrating that the subproblems we consider when recursively applying
the cut-or-color method always satisfy the desired conditions. In particular we need to ensure that the
subproblems (.S, T') considered have sufficiently many high-degree vertices in 7. We construct a first induced
subproblem (S7,71) C (Sp,To) by considering only high degree vertices in Sy and Tp by initially taking
(S1,T1) = (So,Tp) and repeatedly removing vertices from S; that have degree to 7} less than Ay := Ay /4
and vertices from T} with degree to S; below d; := d¢/4. This process removes at most |So|A; + [Tp|d1 =
|So|Ao/4 + |To|do/4 edges, which is half the number of edges between Sy and T since |Sg|Ag = |To|do is
the number of edges between Sy and Tj. Consequently half of the edges between Sy and T} are between S}
and 77. In addition, the average degree of edges in 17 remains at least 2d;. This will ensure that the degrees
from Sy to T} are at least A and that the degrees from T} to S are between 67 and (1 4 o(1))d; < 5d1. We
will guarantee inductively that whenever we consider a subproblem (S, T'), the following pair of contraints is
satisfied:

(a) For all vertices v € S, N(v) N Ty C T. This ensures that all vertices in .S have average degree at least
Ay into T

(b) The average degree from 7T into S is at least d7 /2.

If these conditions are satisfied for a problem (.5, T") and cut-or-color invokes a new subproblem (X,Y") C
(S,T), then it is clear from the cut-or-color procedure that the first condition is satisfied for the subproblem



(X,Y). It remains to show that the second condition is satisfied for (X,Y). Kawarabayashi and Thorup
prove this by first showing that Y is sufficiently large and then that not too many edges from Y to S\ X
are cut. Since Y is large enough and vertices of Y have sufficiently many neighbors in S, there are many
edges between Y and S. Since not too many of these edges are between Y and S \ X, it follows that there
are many edges between Y and X, so the average degree from Y to X is sufficiently high. These results of
Kawarabayashi and Thorup are encapsulated in the pair of lemmas stated below. The proofs of these lemmas
are fairly technical and are omitted here.

Lemma9 |Y| > A%k?/(8n)

Since each vertex v € Y C T} has at least 6; edges to 51, it follows from this that the number of edges from
Y to S is at least 6; A2k%/(8n).

Lemma 10 The number of edges fromY to S\ X is at most

40(51 ?’l2
Ak

T\Y]- 2)

The sets T'\ Y considered at the various levels of recursion are disjoint, since we recurse on the cut (X,Y)
after processing the cut (S, T). Each set T'\ Y is a subset of 77, so since they are disjoint, the sum of the
sizes of the sets considered is at most |7} |. Consequently we have that the number of edges cut in the entire
recursion is at most
4051n2 40(51 77/3

A2kt = A%

|T1|

since |T1| < |To| < n/k. We wish to obtain that the number of edges cut is at most half the original number
of edges, that is, that
4051 n3 61 A%kQ
<

N S o kT > 640(n/A;)* (3)
1

But since A} = Q(Ag) = Q(Apin), we can take k = O((1/Amin)*/7) so that this is satisfied. Consequently
for such k we have that at least half of the edges from Y to S are between Y and X. Since all vertices
of Y C T} have degree at least d7, this implies that the average degree from Y into X is at least d1/2, so
condition (b) is satisfied for (X,Y") as well. By induction we have that conditions (a) and (b) are satisfied
for each subproblem (S, T') we consider. We now show that these conditions imply that there are sufficiently
many vertices of high degree in 7.

Lemma 11 If a cut (S, T) satisfies conditions (a) and (b), then there are more than ¥ = n/k? vertices of
high degree in T.

Proof: Let h be the proportion of high degree vertices in 7". Since all vertices in 7" have degree at most
507 and vertices which are not high degree have degree at most d; /4, we have that the average degree in T'
is at most k51 + (1 — h)d1/4, which is at least 47 /2 by condition (b). Therefore we have that h = Q(1).
By condition (a) we have that a vertex in .S has at least A; neighbors in 7', so in particular |T'| > Aj.
Therefore the number of high degree vertices in T is h|T| = Q(A;). But Ay = Ag/4 = Q(Apin), s0 since
k= O((n/Amin)*7) it follows that A; = Q(n/k7/*) = Q(Wk'/*), so the number of high degree vertices
inT'is Q(@kl/ 4). Consequently there are at least ¥ vertices of high degree in 7.



6 Conclusion

The cut-or-color procedure makes progress in polynomial time toward k-coloring a 3-colorable graph for
k= O((n/ Amin)*/7). Since we can trivially make progress toward a k-coloring if there are any vertices of
degree less than k, we can assume that A,;, > k. Consequently we can make progress toward k-coloring a
3-colorable graph k = O((n/k)*/7), which holds for k = O(n*/11). Therefore, the combinatorial method of
Kawarabayashi and Thorup can color a 3-colorable graph on n vertices with O(n4/ 1) colors in polynomial
time. This is an improvement over the combinatorial method of Blum, which used O(n3/®) colors. Like
Blum’s algorithm, Kawarabayashi’s can be combined with semidefinite programming to obtain an improved
coloring algorithm. Combining Kawarabayashi’s algorithm with the method of semidefinite programming
yields an algorithm that can color a 3-colorable graph with O(n°2%38) colors in polynomial time. This
is only an incremental improvement over the previous best bound of O(n°2°72) colors for coloring a 3-
colorable graph in polynomial time. Blum and others have postulated that using different methods such as
looking at the third neighborhoods could be useful, but to our knowledge no progress has been made on such
methods.
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