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Is thought possible without language? Individuals with global aphasia, who have almost no ability to understand or
produce language, provide a powerful opportunity to find out. Surprisingly, despite their near-total loss of language,
these individuals are nonetheless able to add and subtract, solve logic problems, think about another person’s
thoughts, appreciate music, and successfully navigate their environments. Further, neuroimaging studies show that
healthy adults strongly engage the brain’s language areas when they understand a sentence, but not when they
perform other nonlinguistic tasks such as arithmetic, storing information in working memory, inhibiting prepotent
responses, or listening to music. Together, these two complementary lines of evidence provide a clear answer: many
aspects of thought engage distinct brain regions from, and do not depend on, language.
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My language to describe things in the world is very small,
limited. My thoughts when I look at the world are vast,
limitless and normal, same as they ever were. My experi-
ence of the world is not made less by lack of language but
is essentially unchanged.1

Introduction

What thinking person has not wondered about
the relationship between thought and language?
When we express a thought in language, do we
start with a fully formed idea and then “translate”
it into a string of words? Or is the thought not
fully formed until the string of words is assembled?
In the former view, it should be possible to think
even if we did not have language. In the latter
view, thought completely depends on, and is not
distinct from, language. Here, we argue that data
from human cognitive neuroscience provide a crisp
and clear answer to this age-old question about the
relationship between thought and language.

One might argue that we already know the answer,
from the simple fact that myriad forms of complex
cognition and behavior are evident in nonhuman

animals who lack language,a from chimpanzees2–7

and bonobos8,9 to marine mammals10–12 and
birds.13,14 On the other hand, intuition and evidence
suggest that human thought encompasses many
cognitive abilities that are not present in animals
(in anything like their human form), from arith-
metic to music to the ability to infer what another
person is thinking. Are these sophisticated cognitive
abilities, then, dependent on language? Here, we use
two methods from cognitive neuroscience to ask
whether complex quintessentially human thought
is distinct from, and possible without, language.

The first method is functional magnetic reso-
nance imaging (fMRI), which can be used to ask
whether language and thought are distinct in the
brain. If a brain region supports both linguistic
processing, and, say, musical processing, then it

aAlthough all animal species exchange information with
one another,15 human language is unparalleled in the ani-
mal kingdom in its complexity and generative power.16–20
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should be active during both. If, on the other hand,
a brain region selectively supports linguistic pro-
cessing, then it should be active when people pro-
cess language, and much less so, or not at all, when
they listen to music. The second method relies on
individuals with global aphasia due to brain dam-
age, enabling us to ask whether damage to the lan-
guage system affects performance on various kinds
of thought. If the language system—or some of its
components—are critical for performing arithmetic
or appreciating music, then damage to these brain
regions should lead to deficits in these abilities. If,
on the other hand, the language system is not neces-
sary for nonlinguistic forms of thought, then focal
damage to the language system should only affect
language comprehension and/or production, leav-
ing intact performance on nonlinguistic tasks.

We review evidence from these two methods,
occasionally drawing on data from other appro-
aches, focusing on the relationship between lan-
guage and five other cognitive abilities that have
been argued—over the years—to share cognitive
and neural machinery with language: arithmetic
processing, executive functions, theory of mind,
music processing, and spatial navigation. The
nature of and the reasons for the alleged overlap
between linguistic and other processes have varied
across domains. In particular, the hypothesized
overlap comes in at least two flavors. In some cases,
language has been argued to share representations
and/or computations with other domains. For
example, language, music, and arithmetic all rely on
structured representations characterized by features
like compositionality and recursion18 or complex
hierarchical structure.21–23 In the case of theory of
mind, some aspects of linguistic syntax have been
argued by some to constitute a critical component
of our representations of others’ mental states.24

Language also shares some cognitive requirements
with domain-general executive functions like
inhibition.25

However, in other cases, linguistic representations
have been hypothesized to play key roles in domains
that share little similarity in representations or com-
putations. In particular, language has been argued
to serve as a medium for integrating informa-
tion across various specialized systems.26,27 Thus, in
addition to enabling communication between peo-
ple, language may enable communication between

cognitive systems within a person. This kind of
relationship is, for example, hypothesized to hold
between language and spatial navigation.26

We argue, on the basis of the available evidence,
that in a mature human brain a set of regions—most
prominently those located on the lateral surfaces of
the left frontal and temporal cortices—selectively
support linguistic processing, and that damage to
these regions affects an individual’s ability to under-
stand and produce language, but not to engage in
many forms of complex thought.

Before we proceed, it is important to clarify what
we mean by “language.” There are two points to
make here. First, we are focusing on high-level lan-
guage processing, which includes extracting mean-
ing from linguistic utterances and generating mean-
ingful linguistic utterances when communicating
with others28 (regions schematically marked in red
in Fig. 1, adapted from Ref. 29). We are thus exclud-
ing from consideration (1) auditory and visual
regions concerned with the perceptual analysis of
speech sounds or visual orthography (marked in yel-
low and green in Fig. 1, respectively), and (2) articu-
latory motor regions concerned with the latest stages
of speech production (marked in pink in Fig. 1). Of
course, the question we ask here about the high-level
language processing regions (i.e., to what extent do
they overlap with brain regions that support nonlin-
guistic abilities?) can be—and has been—asked with
respect to lower-level perceptual and motor regions.
Briefly, it appears that some degree of specificity
characterizes both auditory30–32 and visual33,34 per-
ceptual regions. The answer is somewhat equivocal
for the motor regions, and the degree of functional
specificity of parts of the motor/premotor cortex
for speech production over other motor behav-
iors, such as nonspeech oral movements, remains
unclear. Some have argued for such specificity in
parts of the speech articulation system—specifically,
the superior precentral gyrus of the insula—on
the basis of patient evidence35 (but compare with
Ref. 36), although findings from fMRI generally do
not support this claim.29,37 However, dissociations
between speech production and the production of
nonspeech oral movements have been reported.38

Furthermore, a recent fMRI study39 has reported
selectivity for letters over nonletter symbols in writ-
ten production. Thus, the question clearly deserves
further investigation.
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Figure 1. A schematic illustration of the approximate locations of brain regions that support perceptual (yellow, green), motor
articulation (pink), and high-level (red) aspects of language processing. Adapted from Ref. 29.

Second, although high-level language processing
subsumes many potentially distinct computations,
we here talk about it holistically. To elaborate, lan-
guage comprehension and production can each be
broken down into many mental operations (e.g.,
during comprehension, we need to recognize the
words, understand how the words relate to one
another by analyzing the morphological endings
and/or word order, and construct a complex mean-
ing representation). These operations must, at least
to some extent, be temporally separable, with some
preceding others,40–42 although the top-down effects
of predictive processing are well accepted.43–50 It
is also possible that these different operations are
spatially separable, being implemented in distinct
parts of the language network. Indeed, some results
from the neuropsychological patient literature sug-
gest that this must be the case51 (but compare with
Ref. 52). However, no compelling evidence exists,
in our opinion, for either (1) a consistent relation-
ship between particular brain regions and particular
mental operations in the patient literature or (2) the

spatial separability of different components of high-
level language processing in fMRI.53–55,b Moreover,
the language-processing brain regions form a deeply
integrated functional system, as evidenced by both
(1) strong anatomical connectivity56 and (2) high
correlations in neural activity over time during
both rest and naturalistic cognition.57,58 Thus here,
we consider the high-level language processing sys-
tem as a whole, without discussing particular brain
regions within it.

We now proceed to review the evidence for the
separability of the brain regions that support high-
level language processing from those that support
complex thought.

bOf course, it is possible that evidence may come along
in the future revealing clear relationships between differ-
ent aspects of language processing and particular brain
regions, but repeated efforts to find such evidence have
failed to date.
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Review of the evidence

Language versus arithmetic processing
Previous work in numerical cognition has identi-
fied two distinct core systems underlying differ-
ent aspects of numerical competence: (1) a small
exact number system, which is based on atten-
tion and allows the tracking of small quantities
of objects with exact information about position
and identity;63–65 and (2) a large approximate num-
ber system (sometimes referred to as the ana-
log magnitude-estimation system), which provides
noisy estimates of large sets.66 These core abilities are
shared across species67,68 and are present in prelin-
guistic infants.65 Consequently, the autonomy of
language from these core numerical abilities has not
been controversial.

However, in addition to these evolutionarily con-
served systems, humans have developed means to
represent exact quantities of arbitrary set size, using
verbal representations (i.e., words for numbers).
Although not universal,69–71 this ability to repre-
sent exact quantities is present in most cultures.
Because these representations are verbal in nature, it
has been proposed that exact arithmetic relies on the
neural system that underlies linguistic processing.72

Indeed, neuroimaging studies and studies in bilin-
gual speakers provided some evidence in support
of this view.73–77 For example, Dehaene et al.74 had
participants perform an exact versus approximate
arithmetic addition task. The exact > approximate
contrast produced activation in a number of brain
regions, including parts of the left inferior frontal
cortex (although the observed region fell quite ante-
riorly to Broca’s area, as defined traditionally). Based
on the fact that other studies have found infe-
rior frontal activations for verbal/linguistic tasks,
Dehaene et al.74 argued that the regional activations
they observed reflected engagement of the language
system in exact calculations. Such indirect infer-
ences can be dangerous, however: similar activation
locations across studies—especially when operating
at the level of coarse anatomy (e.g., talking about
activations landing within the inferior frontal gyrus,
the superior temporal sulcus, or the angular gyrus,
each of which encompasses many cubic centimeters
of brain tissue)—cannot be used to conclude that
the same brain region gave rise to the relevant acti-
vation patterns. For example, both faces and bod-
ies produce robust responses within the fusiform

gyrus, yet clear evidence exists of category selec-
tivity for each type of stimulus in distinct, though
nearby, regions.78 To make the strongest case for
overlap, one would therefore need to, at the very
least, directly compare the relevant cognitive func-
tions within the same study, and ideally, within each
brain individually,28 because interindividual vari-
ability can give rise to apparent overlap at the group
level even when the activations are entirely nonover-
lapping in any given individual.59

A neuropsychological investigation that is char-
acterized by a similar problematic inference was
reported by Baldo and Dronkers,79 who examined a
large set of individuals with left hemisphere strokes
and found (1) a correlation in performance between
a language comprehension task and an arithmetic
task and (2) overlap in brain regions whose damage
was associated with linguistic and arithmetic deficits
(including in the left inferior frontal gyrus). As dis-
cussed extensively in the literature in the 1980s and
1990s,80,81 however, dissociations are more pow-
erful than associations because an association can
arise from damage to nearby but distinct regions.
Curiously, Baldo and Dronkers79 actually observed
a dissociation in their data, with some patients being
impaired on the language comprehension task but
not arithmetic comprehension, and other patients
showing the opposite pattern of results. However,
they took their overall results as evidence of over-
lap in the mechanisms for processing language and
arithmetic.

A major challenge to the view that the language
system underlies our exact arithmetic abilities came
from a study where patients with extensive damage
to left-hemisphere language regions and with conse-
quent severe aphasia were shown to have preserved
ability to perform exact arithmetic.82 In particu-
lar, three such patients were able to solve a vari-
ety of mathematical problems that involved addi-
tion, subtraction, multiplication, division; small
and large numbers; whole numbers and fractions;
and expressions with brackets. Particularly surpris-
ing in these patients was the dissociation between
their lack of sensitivity to structural information in
language and mathematical expressions: although
profoundly agrammatic in language, they retained
knowledge of features such as the embedded struc-
ture of bracket expressions and the significance
of order information in noncommutative math
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Figure 2. Functional response profiles of two high-level language processing brain regions. (A) Two functional “parcels” derived
from a group-level representation of language activations (the LIFG and the LMidPostTemp parcels from Ref. 28) and used to
constrain the selection of subject-specific regions of interest (ROIs). Individual ROIs were functionally defined: each parcel was
intersected with the individual activation map for the language-localizer contrast (sentences > nonword lists28), and the top 10% of
voxels were taken to be that participant’s ROI. (B) Responses to the language-localizer conditions and a broad range of nonlinguistic
tasks. Responses to the sentences and nonword conditions were estimated using across-runs cross validation,59 so that the data
to define the ROIs and to estimate their responses were independent. The data for the arithmetic, working memory (WM), and
cognitive control ((v) MSIT; (verbal) multisource interference task) tasks were reported in Ref. 60, and the data for the music
conditions come from Ref. 61; see also Refs. 60 and 62.

operations of subtraction and division. This study
strongly suggested that brain regions that support
linguistic (including grammatical) processing are
not needed for exact arithmetic.

A number of brain imaging studies have pro-
vided converging evidence for this view. An early
positron emission tomography study83 examined
the activation patterns during simple digit reading,
retrieval of simple arithmetic facts, and arithmetic
computations and failed to observe any activation in
the perisylvian cortices. More recently, Fedorenko
et al.60 evaluated this question more directly. Par-
ticipants performed a language-understanding task
in fMRI, which was used to localize language-
responsive regions of interest in each participant
individually. The responses of these brain regions
were then examined while participants engaged in
solving easier (with smaller numbers) or harder
(with larger numbers) arithmetic addition prob-
lems. The language regions responded during
the arithmetic conditions at the same level as,
or below, a low-level fixation baseline condition
(Fig. 2), strongly suggesting that the language
system is not active when individuals engage in exact
arithmetic. Similarly, Monti et al.84 found that lin-
guistic, but not algebraic, syntax produced activa-
tion in the inferior frontal cortex. Algebraic syntax
produced instead responses in bilateral parietal

brain regions. Finally, Maruyama et al.23 manip-
ulated the syntactic complexity of algebraic opera-
tions and found activation in parietal (and occipital)
regions, but not within the frontotemporal language
system.

In summary, it appears that brain regions that
respond robustly during linguistic processing are
not generally (but see Ref. 85) active when arith-
metic problems are solved. Furthermore, damage—
even extensive damage—to the language regions
appears to leave arithmetic abilities intact. We there-
fore conclude that linguistic processing occurs in
brain circuits distinct from those that support arith-
metic processing.

Language versus logical reasoning and other
executive functions
In addition to the ability to exchange thoughts
with one another via language, humans differ from
other animals in the complexity of their thought
processes.86 In particular, humans are experts in
organizing thoughts and actions according to inter-
nal goals. This structured behavior has been linked
to a large number of theoretical constructs, includ-
ing working memory, cognitive control, attention,
and fluid intelligence.87–89 What is the relationship
between these so-called executive functions and the
language system?
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There are at least two reasons to suspect an
important link. The first concerns the anatomi-
cal substrates of executive control. In particular,
the prefrontal cortex has long been argued to be
important.87 Although, over the years, additional
brain regions have been incorporated into the cogni-
tive control network, including regions in the pari-
etal cortices, the frontal lobes continue to figure
prominently in accounts of cognitive control and
goal-directed behavior. Critically, as has long been
known, some of the language-responsive regions
occupy parts of the left inferior frontal cortex. One
possibility, therefore, is that language processing at
least partially relies on domain-general circuits in
the left frontal lobe.25,90

The second reason concerns the functional
importance of cognitive control and working mem-
ory for language. It has been long known that these
domain-general mechanisms play a role in language
processing (e.g., see Ref. 91 for a recent review). For
example, superadditive processing difficulties have
been reported when participants perform a lan-
guage task at the same time as a demanding working
memory or inhibitory task.69,92 And in fMRI stud-
ies, a number of groups have reported activation
in these domain-general frontal and parietal cir-
cuits for some linguistic manipulations, especially
for manipulations of linguistic difficulty.93–95 These
findings suggest that cognitive control mechanisms
can and do sometimes support language processing,
much as they support the processing of information
in other domains.

So, how is the relationship between language and
cognitive control implemented? Is there partial or
even complete overlap between these functions in
the left frontal lobe, or does language rely on brain
regions that are distinct from those that support
cognitive control?

In one fMRI study,60 we identified language-
responsive brain regions and then examined the
responses of those regions when participants per-
formed several classic working memory/inhibitory
tasks. As expected, the language regions in the
temporal lobe showed no response during these
executive tasks (Fig. 2). However and importantly,
the language regions in the left frontal lobe (includ-
ing in and around Broca’s area) showed a similar
degree of selectivity, in spite of the fact that executive
tasks robustly activated the left frontal cortex in close
proximity to the language-responsive regions.96

Other fMRI studies provided additional support
for the idea that language regions, including those
in the inferior frontal cortex, are highly selective in
function. For example, Monti et al.97,98 examined
the relationship between linguistic processing and
logical reasoning—another ability that strongly
draws on domain-general cognitive control resour-
ces99—and found largely nonoverlapping respon-
ses, with the language regions responding strongly
during the processing of language stimuli but much
less so during the processing of logical expressions.

Data from patients with brain damage gener-
ally support the conclusions drawn from brain
imaging studies. For example, Varley and Siegal100a

report a severely agrammatic aphasic man who was
able to perform well on complex causal reasoning
tasks. Furthermore, anecdotally, some of the severely
aphasic patients that Varley and colleagues have
studied over the years continue to play chess in spite
of experiencing severe comprehension/production
difficulties.100b Chess is perhaps the epitome of
human intelligence/reasoning, with high demands
on attention, working memory, planning, deduc-
tive reasoning, inhibition, and other faculties. Con-
versely, Reverberi et al.101 found that patients with
extensive lesions in the prefrontal cortex and pre-
served linguistic abilities exhibited impairments in
deductive reasoning. Thus, an intact linguistic sys-
tem is not sufficient for reasoning.

It is worth noting that at least one patient inves-
tigation has concluded that language is, in fact, nec-
essary for complex reasoning. In particular, using
the Wisconsin Card Sorting Task,102 Baldo et al.103

reported impairments in aphasic individuals, but
not in patients with left-hemisphere damage with-
out aphasia. A plausible explanation for this pattern
of results is that language regions lie in close prox-
imity to domain-general cognitive control regions.
This is true not only in the left frontal cortex, as dis-
cussed above,96 but also in the left temporoparietal
cortex. Thus, brain damage that results in aphasia is
more likely to affect these nearby cognitive control
structures than brain damage that does not lead to
aphasia (and is thus plausibly further away from the
cognitive control regions). As noted above, dissoci-
ations are more powerful than associations,80,81 so
the fact that there exist severely aphasic individuals
who have intact executive functions is strong evi-
dence for the language system not being critical to
those functions.

6 Ann. N.Y. Acad. Sci. xxxx (2016) 1–22 C© 2016 New York Academy of Sciences.
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Figure 3. Functional response profiles of language-selective and domain-general regions within Broca’s area (adapted from
Ref. 96). Language-selective regions were defined by intersecting the anatomical parcel for BA45 with the individual activation maps
for the language-localizer contrast (sentences > nonword lists28). Domain-general regions were defined by intersecting the same
parcel with the individual activation maps for the nonword lists > sentences contrast. All magnitudes shown are estimated from
data independent of those used to define the regions; responses to the sentences and nonwords are estimated using a left-out run.

In summary, although both executive functions
and language processing robustly engage brain
structures in the left frontal cortex, they appear
to occupy nearby but distinct regions within that
general area of the brain (Fig. 3), as evidenced by
clear dissociations observed in fMRI studies and the
preserved abilities of at least some severely apha-
sic individuals to engage in complex nonlinguistic
reasoning tasks.

Language versus theory of mind
A sophisticated ability to consider the subtleties of
another’s mental states when acting in the world,
theory of mind (ToM) is yet another defining char-
acteristic of humans.104 Some have argued that
certain linguistic (specifically, grammatical) repre-
sentations are necessary for thinking about others’

minds.24,105 Indeed, some evidence seems to support
this contention. First, linguistic abilities (includ-
ing both syntax and understanding meanings of
mental state verbs like “think” and “believe”) cor-
relate with success on false belief tasks.106–110 Fur-
thermore, training children with no understanding
of false beliefs on certain linguistic constructions
allows them to pass the false-belief task.111–114 How-
ever, we are concerned here with adult brains, and
even if linguistic representations were critical for
the development of (at least some aspects) of ToM,
it is still possible that, in a mature brain, linguistic
representations are no longer necessary.

Recent research in social neuroscience has iden-
tified a set of brain regions that appear to play a
role in representing others’ internal states, includ-
ing thoughts, preferences, and feelings.115–121 These
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regions include the right and left temporoparietal
junction (TPJ), the precuneus, and regions in the
medial prefrontal cortex. The right TPJ, in partic-
ular, is highly selective for thinking about someone
else’s thoughts and beliefs,122–127 in line with both
(1) early patient studies showing that damage to
this region led to deficits in ToM reasoning128,129

and (2) recent virtual lesion transcranial magnetic
stimulation experiments.130,131

The fact that the apparently core (most function-
ally selective) region within the ToM network—the
right TPJ—is located in the non-language-domi-
nant hemisphere already suggests that the language
system is probably not critical for ToM reasoning.
However, the left TPJ is still an important compo-
nent of the network,132 and a recent study reported
overlap between the left TPJ and the language
regions.133 However, numerous experiments with
aphasic patients who suffered extensive damage
to the left TPJ indicate retained ToM reasoning
and residual insights into the knowledge states of
others.100a,134–137 Typical probes of ToM, such as
the changed-location or changed-contents tasks,
involve inferences regarding the beliefs of others. In
standard formats, these tasks place heavy demands
on linguistic processing. For example, the partici-
pant must detect the third-person reference of the
probe question and make fine semantic discrimina-
tions between verbs such as “think/know.” However,
when people with severe agrammatic aphasia are
given cues as to the purpose of the probe questions,
they reveal retained ability in inferring the beliefs
(both true and false) of others.100a Willems et al.137

extended these observations to people with global
aphasia. They employed a nonlinguistic task in
which there was a mismatch in knowledge between
participants as to the location and orientation of
two tokens on a grid. The informed participant
(the “sender”) had to recognize the knowledge
state of the naive “receiver” and then, using their
own token, signal the location/orientation of the
receiver’s token. Participants with severe aphasia
were able to adopt both sender and receiver roles:
as senders, they recognized the receiver’s need for
information and designed a message to convey the
necessary knowledge. As receivers, they were able
to interpret the intentions behind movement of a
token in order to correctly locate and orient their
tokens. Thus, although the potential theoretical
significance of the overlap observed between

language comprehension and ToM tasks in the left
TPJ remains to be investigated, it appears that the
language system is not critical for mentalizing, at
least once the mentalizing abilities have developed.

Language versus music processing
Language and music—two universal cognitive abil-
ities unique to humans138—share multiple features.
Apart from the obvious surface-level similarity,
with both involving temporally unfolding sequences
of sounds with a salient rhythmic and melodic
structure,139,140 there is a deeper parallel: language
and music exhibit similar structural properties, as
has been noted for many years (e.g., Riemann141

and Refs. 142–150). In particular, in both domains,
relatively small sets of elements (words in lan-
guage, notes and chords in music) are used to cre-
ate a large, perhaps infinite, number of sequential
structures (phrases and sentences in language and
melodies in music). And in both domains, this com-
binatorial process is constrained by a set of rules,
such that healthy human adults can judge the well-
formedness of typical sentences and melodies.

Inspired by these similarities, many researchers
have looked for evidence of overlap in the processing
of structure in language and music. For example, a
number of studies have used a structural-violation
paradigm where participants listen to stimuli in
which the presence of a structurally unexpected
element is manipulated. For example, some early
studies used event-related potentials (ERPs) and
showed that structural violations in music elicit
components that resemble those elicited by syntactic
violations in language. These include the P600151–153

(and see Refs. 154 and 155 for original reports of the
P600 response to syntactic violations in language)
and the early anterior negativity, present more
strongly in the right hemisphere (early right anterior
negativity (eRAN);152,156–158 see Refs. 159 and 160
for the original reports of the early left anterior neg-
ativity (eLAN) in response to syntactic violations in
language; see Ref. 161 for a recent critical evaluation
of the eLAN findings). Later studies observed a
similar effect in magnetoencephalography and
suggested that it originates in or around Broca’s
area and its right hemisphere homologue.21 Subse-
quently, fMRI studies also identified parts of Broca’s
area among the generators of the effect162 (see
Ref. 165 for similar evidence from rhythmic viola-
tions), although other regions were also implicated,
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including the ventrolateral premotor cortex,166 the
insular cortex, parietal regions,162,163 and superior
temporal regions162 (see also Refs. 167 and 168 for
evidence from intracranial electroencephalography
recordings).

A number of behavioral dual-task studies have
also argued for language/music overlap on the basis
of superadditive processing difficulty when musi-
cal violations coincided with syntactic violations in
language169–171 (compare to Ref. 172). Some patient
studies have also been taken to support overlap,
notably those investigating musical processing in
aphasic patients with lesions in Broca’s area. Patel
et al.173 found subtle deficits in processing musi-
cal structure, which—as the authors acknowledge—
could also be attributed to lower-level auditory pro-
cessing deficits. Sammler et al.174 observed an abnor-
mal scalp distribution of the eRAN component and
subtle behavioral deficits in patients with inferior
frontal gyrus (IFG) lesions.

However, in spite of the intuitive appeal of the
music/language overlap idea, we will argue that
there is an alternative interpretation of the results
summarized above, which a few of the studies have
already alluded to.164 In particular, a note or word
that is incongruent with the preceding musical or
syntactic context is a salient event. As a result, the
observed responses to such deviant events could
reflect a generic mental process—such as atten-
tional capture, detection of violated expectations,
or error correction—that (1) applies equally to lan-
guage, music, and other nonmusical and nonlin-
guistic domains and (2) does not necessarily have
to do with processing complex, hierarchically struc-
tured materials. A closer look at the available evi-
dence supports this interpretation.

The P600 ERP component that is sensitive to
syntactic violations in language and music is also
sensitive to violations of expectations in other
domains, including arithmetic175,176 and sequen-
tial learning of complex structured sequences.177

For example, Niedeggen and Rosler175 observed a
P600 in response to violations of multiplication
rules, and Núñez-Peña and Honrubia-Serrano176

observed a P600 to violations of a sequence of
numbers that were generated following an easy-to-
infer rule (e.g., adding 3 to each preceding number
(e.g., 3, 6, 9, 12, 15, 19)). Furthermore, although
studies manipulating both syntactic and semantic
structures in language argued that structural pro-
cessing in music selectively interferes with syntac-

tic processing in language,170,178 more recent studies
suggest that structural processing in music can inter-
fere with both syntactic and semantic processing
in language,171,179 arguing against a syntax-specific
interpretation.

Given that language, music, and arithmetic all rely
on complex structured representations, responses
to violations in these domains could nonetheless
index some sort of cross-domain, high-level struc-
tural processing. However, unexpected events that
do not violate structural expectations also appear to
elicit similar ERP components. For example, Coul-
son et al.180,181 argued that the P600 component is
an instance of another highly domain-general ERP
component, the P300 component (also referred to as
the P3), which has long been known to be sensitive to
rare and/or informative events irrespective of high-
level structure.182 Kolk et al.183 have also argued for
a domain-general interpretation of the P600 com-
ponent. For example, Vissers et al.184 observed a
P600 for spelling errors (“fone” instead of “phone”),
which seems unlikely to involve anything that might
be called abstract structural processing.

Some uncertainty also exists with respect to
the relationship between the eRAN component156

and the mismatch negativity (MMN) component.
The MMN component is observed when a stim-
ulus violates a rule established by the preceding
sequence of sensory stimuli185 (see Refs. 186 and
187 for recent overviews). Most of the work on
the MMN has focused on the auditory domain
(e.g., see Ref. 188 for a review), but several stud-
ies have reported a visual MMN.189–191 In the
auditory domain, although early studies employed
relatively low-level manipulations (e.g., a repeated
tone in a sequence of ascending tones192 or a
switch in the direction of a within-pair frequency
change193), later studies observed the MMN com-
ponent for more abstract manipulations, such as
violations of tonal194–196 or rhythmic197,198 patterns,
raising questions about how this component might
relate to the eRAN. Some ERP studies have explicitly
argued that eRAN is distinct from the MMN, with
eRAN exhibiting a longer latency and a larger ampli-
tude than the MMN199 (compare with Ref. 200,
which reports a longer latency for the MMN than for
eRAN), and with different dominant sources (poste-
rior IFG for eRAN and primary auditory cortex for
the MMN201). However, a number of other stud-
ies have reported multiple sources for the MMN,
including both temporal and frontal components
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Figure 4. The similarity between activations for violations of musical structure and low-level unexpected events. (A) The functional
magnetic resonance imaging activation map for a contrast of structural violation versus no structural violations in music from
Ref. 208. (B) The results of a meta-analysis of brain imaging studies examining low-level unexpected events from Ref. 211.

(see Ref. 202 for the patient evidence implicating the
frontal source). According to one proposal203 (see
also Refs. 204 and 205), two mental processes con-
tribute to the MMN: (1) a sensory memory mech-
anism (located in the temporal lobe206) and (2) an
attention-switching process (located in the frontal
lobes), which has been shown to peak later than the
temporal component.207

In summary, two ERP components (the P600
and the early anterior negativity) have been linked
to structural processing in music and language,
and controversy exists for both of them regarding
their interpretation and their relationship to com-
ponents driven by relatively low-level deviants (P3
and MMN, respectively). This raises the possibility
that responses thought to be the signature of struc-
tural processing in music and language may instead
reflect domain-general cognitive processes that have
little to do specifically with processing structure in
music and other domains.

A similar picture emerges in neuroimaging stud-
ies. For example, Koelsch et al.208 demonstrated that
timbre violations activate regions in the posterior
IFG and superior temporal cortices that are similar
to those activated by violations of tonal structure
(see also Refs. 163, 209, and 210). Furthermore, a
meta-analysis of activation peaks from fMRI studies
investigating brain responses to unexpected sensory
events211 revealed a set of brain regions that closely
resemble those activated by structural violations in
music (Fig. 4).

The frontal regions (including parts of Broca’s
area96) and parietal regions that are present in both

the activation map for the presence versus absence
of a structural violation in music and Corbetta and
Shulman’s211 meta-analysis of activation peaks for
unexpected events have long been implicated in
a wide range of cognitive demands, as discussed
above.88,89

In summary, evidence from the structural-
violation paradigm is at present largely consistent
with an interpretation in which the effects arise
within domain-general brain regions that respond
to unexpected events across domains (compare with
Ref. 212), including cases where the violations pre-
sumably have little to do with combinatorial pro-
cessing or with complex hierarchical relationships
among elements.

The structural-violation paradigm, albeit popu-
lar, has not, however, been the only paradigm used
to study structural processing; another paradigm in
music research that has been used to examine sen-
sitivity to different types of structure involves com-
paring brain responses to intact and “scrambled”
music. Scrambled variants of music are obtained
by randomly rearranging segments of sound or
elements of music, disrupting different types of
musical structure depending on how the scram-
bling is performed. Comparisons of brain activity
elicited by intact and scrambled music can thus be
used to coarsely probe neural sensitivity to musical
structure.

Using fMRI, Levitin and Menon213,214 compared
brain responses to intact music and scrambled
music generated by randomly reordering short
segments of the musical sound waveform. They
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reported activation in the inferior frontal gyrus,
around BA47, for the contrast of intact versus
scrambled music. Based on previous reports of high-
level linguistic manipulations activating parts of
BA47,215–217 Levitin and Menon argued that the
linguistic processes that engage parts of BA47 also
function to process musical structure. However, they
did not directly compare the processing of structure
in music and language, leaving open the possibil-
ity that language and music manipulations could
activate nearby but nonoverlapping regions in the
anterior parts of the inferior frontal gyrus.

Later studies that directly compared structured
and unstructured language and music stimuli60,218

in fact found little or no response to music in
brain regions that are sensitive to the presence of
structure in language, including regions in the left
frontal lobe60,61 (Fig. 2). Furthermore, in our recent
work62 (see also Ref. 32), we reported several brain
regions in the temporal cortices that respond more
strongly to structured than unstructured musical
stimuli (we randomly reordered the notes within
pieces of music, disrupting most aspects of musical
structure) but do not show sensitivity to the pres-
ence of structure in language stimuli. It therefore
appears that distinct sets of brain regions support
high-level linguistic versus music processing.

This nonoverlap is consistent with the dissocia-
tion between linguistic and musical abilities that has
frequently been reported in the neuropsychologi-
cal literature. In particular, patients who experience
some difficulty with aspects of musical processing
as a result of an innate or acquired disorder appear
to have little or no trouble with high-level linguistic
processing219–234 (see Refs. 235 and 236 for reviews).
And conversely, aphasic patients—even those with
severe language deficits—appear to have little or no
difficulties with music perception.29,220,237–239 Per-
haps the most striking case is that of the Russian
composer Shebalin, who suffered two left hemi-
sphere strokes, the second of which left him severely
aphasic. Shebalin nevertheless continued to com-
pose music following his strokes that was deemed to
be comparable in quality to the music he composed
before sustaining brain damage.240

In summary, recent brain imaging studies sug-
gest that nonoverlapping sets of brain regions are
sensitive to the presence of structure in language
versus music.60,62,218 These findings are consistent
with evidence from brain-damaged populations. We

therefore conclude that linguistic processing occurs
in brain circuits distinct from those that support
music processing.

Language versus spatial navigation
The claim for a role for language in cross-domain
integration has been explored in the areas of naviga-
tion and reorientation. The environment provides
a number of cues to location, including both geo-
metric and landmark information. If these cues are
processed by separate mechanisms (such as those
dedicated to visuospatial processing and object
recognition), it might be that only in the presence of
relevant language forms can the two informational
streams be integrated, creating a capacity for flexible
reorienting behavior. Initial experimental findings
supported this claim. Cheng241 reported that rats
navigate on the basis of geometric information
alone. Similarly, young children who had not yet
mastered spatial language of the type “right/left of
X” also rely on the geometry of the environment.242

Furthermore, in a striking demonstration of the
possible role of language, healthy adults engaged
in verbal shadowing fail to combine available land-
mark and geometric cues and attempt to reorient
on the basis of geometric information alone.26 The
capacity to incorporate landmark information into
reorientation performance appeared to require
linguistic resources.

Subsequent experiments have not always repli-
cated these findings, however. For example,
investigations with nonhuman species, such as
monkeys and fish, revealed the capacity to combine
landmarks and geometry.243,244 Learmonth et al.245

found no effect of verbal shadowing when the
dimensions of the search space were increased,
indicating that reorientation in small search
spaces is particularly vulnerable to disruption.
Patients with global aphasia who had difficulties
in comprehension and the use of spatial terms,
both in isolation and in sentences, were indis-
tinguishable in reorientation performance from
healthy controls.246 These individuals were unable
to produce terms such as “left” or “right” and made
errors in understanding simple spatial phrases such
as “the match to the left of the box.” Despite these
linguistic impairments, they were able to integrate
landmark information (e.g., the blue wall) with
ambiguous geometric information in order to
locate hidden objects. One possibility is that, while
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language can be used to draw attention to particular
aspects of an environment, other forms of cue
can also perform this role. Shusterman et al.247

undertook a detailed exploration of the impact of
different forms of verbal cues on the reorientation
behavior of 4-year-old children. They observed that
a nonspatial linguistic cue that served only to direct
a child’s attention to landmark information was as
effective in improving reorientation performance as
verbal cues incorporating spatial information. This
result suggests that, rather than being a mandatory
resource for informational integration, language
representations provide more general scaffolding
to learning. Furthermore, language is not the
only resource to support attention to significant
cues. Twyman et al.248 report that nonlinguistic
training also supports children by drawing their
attention to landmark information and enabling its
combination with geometry in reorientation.

In a functional neuroimaging study of neural
mechanisms that are associated with reorientation,
Sutton et al.249 observed bilateral hippocampal
activation during reorientation in virtual reality
environments. Hippocampal activity increased in
navigation of smaller spaces, confirming behavioral
observations that reorientation in environments
without distant visual cues is particularly chal-
lenging. Sutton et al.249 also report activations of
perisylvian language regions, including the left
superior temporal and supramarginal gyri, in con-
ditions where environments contained ambiguous
geometric information but no landmark cues.
One interpretation of this result is that language
resources are used by healthy adults under con-
ditions of cognitive challenge in order to support
performance in intrinsically nonlinguistic domains.
For example, through encoding into linguistic
form, subelements of a problem can be represented
and maintained in phonological working memory.
However, the finding that informational integration
is possible in profoundly aphasic adults indicates
that language representations are not a mandatory
component of reorientation reasoning. Klessinger
et al.250 provide a similar demonstration of the
use of language resources in support of calculation
in healthy adults. Whereas competent calculators
showed little evidence of phonological mediation in
solving two-digit plus two-digit addition problems,
less competent calculators displayed phonological
length effects (i.e., longer calculation times on prob-

lems with phonologically long versus short num-
bers). Thus, across a range of cognitive domains,
language representations might be used in support
of reasoning, particularly under conditions of high
demand.

Functional specificity places constraints
on possible mechanisms

The key motivation for investigating the degree
of functional specialization in the human brain
(and mind) is that such investigations critically
constrain the hypothesis space of possible com-
putations of each relevant brain region.251 If only
a particular stimulus or class of stimuli elicit a
response in some brain region, fundamentally dif-
ferent hypotheses about what this region does, com-
pared to a case where diverse stimuli produce sim-
ilarly robust responses, could be entertained. For
example, were a brain region to be found within
the high-level processing system that responded
with similar strengthc during the processing of
linguistic and musical stimuli, one could hypoth-
esize that this region is sensitive to some abstract
features of the structure present in both kinds
of stimuli (e.g., dependencies among the rel-
evant elements—words in language, tones and
chords in music—or perhaps the engagement of
a recursive operation). Such a finding would indi-
cate that, at some level, humans extract these
highly abstract representations from very differ-
ent stimuli. The importance of these abstract rep-
resentations/processes could then be evaluated in
understanding the overall cognitive architecture of
music and language processing. Similar kinds of
inferences could be made in cases of observed over-
lap between language and other cognitive processes.

The fact that high-level language processing brain
regions appear to not be active during a wide range
of nonlinguistic tasks suggests that these regions

c It is worth noting that effect sizes are sometimes not
appreciated enough in fMRI studies, which often focus on
the significance of the effects. In some cases, two manip-
ulations, A and B, may produce significant effects in a
particular brain region, but if manipulation A produces a
response that is several times stronger than manipulation
B, this is critical for interpreting the role of the region in
question in the cognitive processes targeted by the two
manipulations.
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respond to some features that are only present in
linguistic stimuli. We hypothesize that the language
system stores language knowledge representations.
The precise nature of linguistic representations is
still a matter of debate in the field of language
research, although most current linguistic frame-
works assume a tight relationship between the lexi-
con and grammar252–260 (compare with earlier pro-
posals like Refs. 261 and 262). Whatever their nature,
detecting matches between the input and stored lan-
guage knowledge is what plausibly leads to neural
activity within the language system during language
comprehension, and searching for and selecting the
relevant language units to express ideas is what plau-
sibly leads to neural activity during language pro-
duction.

Issues that often get conflated with the
question of functional specialization

The question of whether in a mature human brain
there exist brain regions that are specialized for lin-
guistic processing is sometimes conflated with and
tainted by several issues that—albeit interesting and
important—are nonetheless orthogonal (see Ref.
263 for earlier discussions). We attempt to briefly
clarify a few such issues below.

First, the existence of specialized language
machinery does not imply the innateness of such
machinery (e.g., see Refs. 263 and 264 for discus-
sion). Functional specialization can develop as a
function of our experience with the world. A clear
example is the visual word-form area, a region in the
inferior temporal cortex that responds selectively to
letters in one’s native script.33 Recent experiments
with macaques have also suggested that specialized
circuits can develop via an experiential route.265

Given that language is one of the most frequent
and salient stimuli in our environment from birth
(and even in utero) and throughout our lifetimes,
it is computationally efficient to develop machinery
that is specialized for processing linguistic stimuli. In
fact, if our language system stores linguistic knowl-
edge representations, as we hypothesize above, it
would be difficult to argue that this system is present
at birth, given that the representations we learn are
highly dependent on experience.

What do brain regions selective for high-level lan-
guage processing in the adult brain do before or at
birth? This remains an important open question.
A number of studies have reported responses to

human speech in young infants characterized by
at least some degree of selectivity over nonspeech
sounds and, in some cases, selectivity for native
language over other languages266–269 (compare with
Ref. 270). However, it is not clear whether these
responses extend beyond the high-level auditory
regions that are selective for speech processing in
the adult brain but are not sensitive to the meaning-
fulness of the signal.32 In any case, as noted above,
infants have exposure to speech in the womb,271

and some studies have shown sensitivity to sounds
experienced prenatally shortly after birth.272 As a
result, even if speech responses in the infants occur
in what later become high-level language processing
regions, it is possible that these responses are experi-
entially driven. Humans are endowed with sophisti-
cated learning mechanisms and acquire a variety of
complex knowledge structures and behaviors early
in life. As a result, in order to postulate an innate
capacity for language, or any other cognitive ability,
strong evidence is required.

Second, the specificity of the language system
does not imply that the relevant brain regions
evolved specifically for language. This possibility
cannot be excluded, but the evidence available
to date does not unequivocally support it. In
particular, although a number of researchers have
argued that some brain regions in the human brain
are not present in nonhuman primates,274,275 many
others have argued for homologies between human
neocortical brain regions and those in nonhuman
primates, including Broca’s area encompassing
Brodmann areas 44 and 45.276–278 Some have
further suggested that a human brain is simply a
scaled-up version of a nonhuman primate brain.279

Regardless of whether or not the human brain
includes any species-specific neural circuitry, rela-
tive to the brains of our primate relatives, humans
possess massively expanded association cortices
in the frontal, temporal, and parietal regions.280

However, these association cortices house at least
three spatially and functionally distinct large-scale
networks: (1) the frontotemporal language system
that we have focused on here, (2) the frontoparietal
domain-general cognitive control system,88 and
(3) the so-called default mode network281 that
overlaps with the ToM network104 and has also
been implicated in introspection and creative
thinking. The latter two systems are present in
nonhuman primates and appear to be structurally

13Ann. N.Y. Acad. Sci. xxxx (2016) 1–22 C© 2016 New York Academy of Sciences.



Language versus thought Fedorenko & Varley

and functionally similar.88,282 How exactly the
language system emerged against the backdrop
of these other, not human-specific, high-level
cognitive abilities remains a big question critical to
understanding the evolution of our species.

Third, the question of the existence of specialized
language machinery is orthogonal to whether and
how this system interacts with other cognitive and
neural systems. Most researchers today—ourselves
included—do not find plausible the idea that the
language system is in some way encapsulated (but
see Ref. 273). However, how the language system
exchanges information with other large-scale neu-
ral networks and what the precise nature and scope
of such interactions are remain important questions
for future research. With respect to the latter, it is
important to consider both the role of language in
other cognitive abilities and the role of other cogni-
tive abilities in language processing.

For example, above we have discussed a couple of
possible roles that language may play in nonlinguis-
tic cognition, including the development of certain
capacities (such as our ability to explicitly represent
others’ mental states), and as a kind of a mental
scratchpad that can be used to store and manipulate
information in a linguistic format, which may be
especially helpful when the task at hand is demand-
ing and additional representational formats can ease
the cognitive load. To further investigate the role
of language in the development of nonlinguistic
human capacities, one can (1) look at the devel-
opmental time courses of the relevant abilities to
see if mastering particular linguistic devices leads to
the emergence of the relevant nonlinguistic ability or
(2) examine the nonlinguistic abilities in question in
children who are delayed in their linguistic develop-
ment, due to either a neurodevelopmental language
disorder or lack of early linguistic input.134,283

Regarding the role of nonlinguistic capacities in
language processing, a number of linguistic manip-
ulations have been shown to recruit the regions
of the frontoparietal executive system (see Ref. 91
for additional discussion), suggesting that domain-
general resources can aid language comprehen-
sion/production. That said, it remains unclear how
frequently, and under what precise circumstances,
these domain-general mechanisms get engaged
when we understand and produce language, as well
as whether these mechanisms are causally necessary
for language processing.91

Conclusions

Evidence from brain imaging investigations and
studies of patients with severe aphasia show that
language processing relies on a set of specialized
brain regions, located in the frontal and tempo-
ral lobes of the left hemisphere. These regions are
not active when we engage in many forms of com-
plex thought, including arithmetic, solving complex
problems, listening to music, thinking about other
people’s mental states, or navigating in the world.
Furthermore, all these nonlinguistic abilities further
appear to remain intact following damage to the lan-
guage system, suggesting that linguistic representa-
tions are not critical for much of human thought.

Researchers may someday discover aspects of
thought that do in fact depend critically on the lan-
guage system, but repeated efforts to test the can-
didates that seemed most likely have shown that
none of these produce much activation of the lan-
guage system, and none of these abilities are absent
in people who are globally aphasic.

The evidence that the language regions are selec-
tively engaged in language per se suggests that these
regions store domain-specific knowledge represen-
tations that mediate our linguistic comprehension
and production abilities. The specificity of these
regions further makes it possible to use their activity
as a functional marker of the activation of linguistic
representations, thus enabling us to test the role of
language processing in a broader space of cognitive
tasks. Most importantly, the research reviewed here
provides a definitive answer to the age-old question:
language and thought are not the same thing.
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188. Näätänen, R., P. Paavilainen, T. Rinne, et al. 2007. The
mismatch negativity (MMN) in basic research of central
auditory processing: a review. Clin. Neurophysiol. 118:
2544–2590.

189. Cammann, R. 1990. Is there a mismatch negativity
(MMN) in visual modality? Behav. Brain Sci. 13: 2.

190. Astikainen, P., T. Ruusuvirta, J. Wikgren, et al. 2004. The
human brain processes visual changes that are not cued by
attended auditory stimulation. Neurosci. Lett. 368: 231–
234.

191. Czigler, I., L. Balázs & L. Pató. 2004. Visual change detec-
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