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Problem Set 10 Solution

Due: Monday, November 20, 2023 at noon

Problem 10.1 [TwentyQuestions].
Let𝑈 be a finite set (“the universe”). For two distinct elements 𝑥,𝑦 ∈ 𝑈 , a set𝑇 ⊂ 𝑈 separates 𝑥 from

𝑦 if either:

• 𝑥 ∈ 𝑇 and 𝑦 ∉ 𝑇 ; or

• 𝑥 ∉ 𝑇 and 𝑦 ∈ 𝑇 .

A collection 𝑆 ′ ⊆ 2𝑈 of subsets of 𝑈 is discerning if, for every two distinct elements 𝑥,𝑦 ∈ 𝑈 , there
exists some 𝑇 ∈ 𝑆 ′ that separates 𝑥 from 𝑦.

The MinimumQuestions problem is, given a set𝑈 and a collection 𝑆 ⊆ 2𝑈 of subsets of𝑈 , to find the
smallest possible discerning collection 𝑆 ′ ⊂ 𝑆 ; that is, the discerning collection consisting of the smallest
possible number of subsets.

Prove that there is a log-approximation-preserving reduction 𝑓 , 𝑔 fromMinimum Set Cover toMin-
imumQuestions, in the following sense:

• 𝑓 is a function from Set Cover instances toQuestions instances.

• 𝑔 is a function from solutions of 𝑓 (𝑥) to solutions of 𝑥 .

• 𝑓 , 𝑔 are computable in polynomial-time.

• For all functions 𝛼 ∈ 𝑂 (log𝑛) there exists a function 𝛽 ∈ 𝑂 (log𝑛) satisfying the following. For
all instances 𝑥 and all solutions 𝑦′ of 𝑓 (𝑥), if 𝑦′ is an 𝛼-approximation for 𝑓 (𝑥) i.e. cost(𝑦′ )

𝑂𝑃𝑇 (𝑓 (𝑥 ) ) ≤
𝛼 ( |𝑓 (𝑥) |), then 𝑔(𝑦′) is a 𝛽-approximation for 𝑥 i.e. cost(𝑔 (𝑦′ ) )

𝑂𝑃𝑇 (𝑥 ) ≤ 𝛽 ( |𝑥 |).

Such a reduction implies that, if you have an𝑂 (log𝑛)-approximation algorithm for MinimumQuestions,
then you can obtain an𝑂 (log𝑛)-approximation algorithm for Minimum Set Cover, which is known to be
impossible unless P = NP.

You must include a drawing or diagram in your submission.

Hint 1: There is a reduction from Set Cover to the decision versionQuestions as follows. Suppose the
Set Cover instance has elements𝑉 = {𝑣0, . . . , 𝑣𝑛−1} and sets 𝐴 ⊆ 2𝑉 . Then the reduction toQuestions is
defined by:

𝑈 = 𝑉 × {0, 1},
𝑆 = 𝑆1 ∪ 𝑆2,

𝑆1 = {𝑇 × {0} | 𝑇 ∈ 𝐴},
𝑆2 = {𝐵𝑖 | 0 ≤ 𝑖 < ⌈log2 𝑛⌉},
𝐵𝑖 = {𝑣 𝑗 | the 𝑖th bit of 𝑗 is equal to 1} × {0, 1}.

Hint 2: Youmight have to use duplication in order to turn the above into a log-approximation-preserving
reduction.
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Solution:

  copies of    and   

  items in   

extra copy of   

  vertically-separating sets   

We modify the reduction in the hint as follows. For a Set Cover instance 𝑉 = {𝑣0, . . . , 𝑣𝑛−1} and
𝐴 ⊆ 2𝑉 , we define:

𝑓 (𝑉 ,𝐴) = (𝑈 , 𝑆),
𝑈 = 𝑉 ×

{
0, . . . ,

⌈
log2 𝑛

⌉}
,

𝑆 = 𝑅 ∪
⋃

0≤𝑘<⌈log2 𝑛⌉
𝑆𝑘 ,

𝑆𝑘 = {𝑇 × {𝑘} | 𝑇 ∈ 𝐴},
𝑅 = {𝐵𝑖 | 0 ≤ 𝑖 <

⌈
log2 𝑛

⌉
},

𝐵𝑖 = {𝑣 𝑗 | the 𝑖th bit of 𝑗 is equal to 1} ×
{
0, . . . ,

⌈
log2 𝑛

⌉}
.

Fix a discerning collection 𝑆 ′ ⊂ 𝑆 . Then 𝑆 ′ can be written in the form

𝑆 ′ ⊂ 𝑅 ∪
⋃

0≤𝑘<⌈log2 𝑛⌉
𝑆 ′
𝑘
,

where 𝑆 ′
𝑘
is a set cover of 𝑉 × {𝑘}. Let 𝑘∗ be the index minimizing |𝑆 ′

𝑘∗ |, and define 𝑔(𝑆 ′) ⊂ 𝐴 to be the
projection of 𝑆 ′

𝑘∗ onto 𝑉 .
So 𝑔 maps solutions 𝑆 ′ of the Questions instance 𝑓 (𝑉 ,𝐴) to solutions 𝑔(𝑆 ′) ⊂ 𝐴 to the original Set

Cover instance (𝑉 ,𝐴). Clearly both 𝑓 and 𝑔 are computable in polynomial time. It remains to verify that
they preserve log-approximations. We can compute the quantities:

|𝑓 (𝑉 ,𝐴) | =
⌈
log2 𝑛

⌉
( |𝑉 | + |𝐴| + 2),

|𝑆 ′ | ≥
⌈
log2 𝑛

⌉
( |𝑔(𝑆 ′) | + 1),

𝑂𝑃𝑇 (𝑓 (𝑉 ,𝐴)) =
⌈
log2 𝑛

⌉
(𝑂𝑃𝑇 (𝑉 ,𝐴) + 1) .
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Let 𝛼 ∈ 𝑂 (log); we can assume 𝛼 is monotonically increasing. Suppose that 𝑆 ′ is an 𝛼-approximation
for 𝑓 (𝑉 ,𝐴):

|𝑆 ′ |
𝑂𝑃𝑇 (𝑓 (𝑉 ,𝐴)) ≤ 𝛼 ( |𝑓 (𝑥) |),⌈

log2 𝑛
⌉
( |𝑔(𝑆 ′) | + 1)⌈

log2 𝑛
⌉
(𝑂𝑃𝑇 (𝑉 ,𝐴) + 1)

≤ 𝛼
(⌈
log2 𝑛

⌉
( |𝑉 | + |𝐴| + 2)

)
,

|𝑔(𝑆 ′) |
𝑂𝑃𝑇 (𝑉 ,𝐴) + 1 ≤ 𝛼

(⌈
log2 𝑛

⌉
( |𝑉 | + |𝐴| + 2)

)
,

|𝑔(𝑆 ′) |
𝑂𝑃𝑇 (𝑉 ,𝐴) ≤ 𝛼

(⌈
log2 𝑛

⌉
( |𝑉 | + |𝐴| + 2)

) (
1 + 1

𝑂𝑃𝑇 (𝑉 ,𝐴)

)
≤ 𝛽 ( |𝑉 | + |𝐴|) .

So we find that 𝑔(𝑆 ′) is a 𝛽-approximation for (𝑉 ,𝐴) where 𝛽 (𝑧) = 2𝛼 (𝑧 (𝑧 + 2)). The proof is complete
since 𝛽 ∈ 𝑂 (log).
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