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Problem Set 4

MIT students: This problem set is due in recitation onFriday, October 5.

SMA students: This problem set is due after the recitation session onFriday, October 5.

Reading:Chapters 10 and 11

Both exercises and problems should be solved, butonly the problemsshould be turned in.
Exercises are intended to help you master the course material. Even though you should not turn in
the exercise solutions, you are responsible for material covered by the exercises.

Mark the top of each sheet with your name, the course number, the problem number, your
recitation instructor and time, the date, and the names of any students with whom you collaborated.

MIT students: Each problem should be done on a separate sheet (or sheets) of three-hole punched
paper.

SMA students: Each problem should be done on a separate sheet (or sheets) of two-hole punched
paper.

You will often be called upon to “give an algorithm” to solve a certain problem. Your write-up
should take the form of a short essay. A topic paragraph should summarize the problem you are
solving and what your results are. The body of your essay should provide the following:

1. A description of the algorithm in English and, if helpful, pseudocode.

2. At least one worked example or diagram to show more precisely how your algorithm works.

3. A proof (or indication) of the correctness of the algorithm.

4. An analysis of the running time of the algorithm.

Remember, your goal is to communicate. Graders will be instructed to take off points for convo-
luted and obtuse descriptions.

Exercise 4-1. Do exercise 10.1-6 on page 204 of CLRS.

Exercise 4-2. Do exercise 10.2-4 on page 208 of CLRS.

Exercise 4-3. Do exercise 10.3-4 on page 213 of CLRS.
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Exercise 4-4. Suppose we hash elements of a setU of keys intom slots. Show that if|U | >
(n − 1)m, there is a subset ofU of sizen consisting of keys that all hash to the same slot, so that
the worst-case searching time for hashing with chaining isΘ(n).

Exercise 4-5. Do exercise 11.3-3 on page 236 of CLRS.

Problem 4-1. Comparisons among dynamic sets

For each type of dynamic set in the following table, what is the asymptotic running time for each
operation listed, in terms of the number of elementsn?

For operations that have not been explicitly defined, consider how you would implement the oper-
ation given the data structure. You do not need to give the algorithm, just the running time. State
any assumptions that you make.

Assume that the hash tables resolve collisions by chaining with doubly linked lists.

unsorted singly sorted doubly min-heap, hash table, hash table,
linked list, linked list, worst-case worst-case average-case
worst-case worst-case

SEARCH(L, k)

INSERT(L, x)

DELETE(L, x)

SUCCESSOR(L, x)

M INIMUM (L)

MAXIMUM (L)

Problem 4-2. k-universal hashing and authentication

LetH be a class of hash functions in which each hash functionh ∈ Hmaps the universeU of keys
to {0, 1, . . . ,m− 1}. We say thatH is k-universal if, for every fixed sequence ofk distinct keys〈
x(1), x(2), . . . , x(k)

〉
and for anyh chosen at random fromH, the sequence

〈
h(x(1)), h(x(2)), . . . , h(x(k))

〉
is equally likely to be any of themk sequences of lengthk with elements drawn from{0, 1, . . . ,m− 1}.

(a) Show that if the familyH of hash functions is2-universal, then it is universal.

(b) Suppose that the universeU is the set ofn-tuples of values drawn fromZp = {0, 1, . . . , p− 1},
wherep is prime. Consider an elementx = 〈x0, x1, . . . , xn−1〉 ∈ U . For anyn-tuple
a = 〈a0, a1, . . . , an−1〉 ∈ U , define the hash functionha by

ha(x) =

n−1∑
j=0

ajxj

 mod p .

LetH = {ha}. This is the family of hash functions shown in lecture to be universal.
Show thatH is not2-universal. (Hint: Find a key for which all hash functions inH
produce the same value.)
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(c) Suppose that we modifyH slightly from part (b): For anya ∈ U and for anyb ∈ Zp,
define

h′a,b(x) =

n−1∑
j=0

ajxj + b

 mod p .

andH′ =
{
h′a,b

}
. Argue thatH′ is 2-universal. (Hint: Consider fixedx ∈ U and

y ∈ U , with xi 6= yi for somei. What happens toh′a,b(x) andh′a,b(y) asai andb range
overZp?)

(d) Suppose that Alice and Bob secretly agree on a hash functionh from a 2-universal
family H of hash functions. Eachh ∈ H maps from a universe of keysU to Zp,
wherep is prime. Later, Alice sends a messagem to Bob over the Internet, where
m ∈ U . She authenticates this message to Bob by also sending an authentication tag
t = h(m), and Bob checks that the pair(m, t) he receives satisfiest = h(m). Suppose
that an adversary intercepts(m, t) en route and tries to fool Bob by replacing the pair
with a different pair(m′, t′). Argue that the probability that the adversary succeeds
in fooling Bob into accepting(m′, t′) is at most1/p, no matter how much computing
power the adversary has, even if the adversary knows the familyH of hash functions
used.


