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The world is drowning in data...
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... access to information is based on
recommendations

The world is drowning in data...
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Recommending news feeds
• Lots of venues (and articles) ... challenging to find the 

few articles that you are actually interested in reading
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Recommending news feeds
• Training examples and corresponding ratings
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Articles as feature vectors
• Does the word order matter?

White House officials 
consulted with the 
Justice Department 
in preparing a list of 
U.S. attorneys who 
would be removed.

(NYT 03/13/07)
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Does the word order matter?
• Not for every task...

For both the NYT and the CNN stimuli, we found no significant differences across 
the randomized BOW and the intact text and no interactions between presenta-
tion format and presentation time.  Absolute performance was high (>90%) for 
both of these experiments in all conditions.  For the newsgroups, we found a 
main effect (p < 0.003) of presentation format (BOW or normal) but the difference 
in performance was small, averaging 5%.  The newsgroup data are shown in 
figure 1. 
 
 

 
Figure 1.  Experiment 1 results: Newsgroup text classification accuracy of human readers across 
different presentation times. 

 
 
Although these data provide preliminary evidence that word order may not be 
crucial for basic text classification, they suffer from an important limitation.  The 
reason that we are unable to see large differences in accuracy across the 
conditions could simply be that ceiling effects mask out any distinctions.  
Although the newsgroup data argue against this account (since performance is 
well below ceiling), this is a valid concern for results with the NYT and CNN data-
sets. 
 
In order to gain greater sensitivity in our comparison of intact and BOW text 
representations, we conducted a second set of experiments involving 
progressive revealing of words.  These were inspired in part by sequential 
sampling process models of decision making (Laming, 1968; Link and Heath, 
1975; Ratcliff, 1978, Vickers, 1979); their goal was to determine how the 
probability of correct classification changed as a function of the number of words 
shown in the two representations.  This set of experiments was performed with a 
subject population distinct from the population for experiment set 1.  Subjects 
were instructed to provide not only a class label for the text, but also a numerical 
rating of their level of confidence in their classification.  Figure 2 shows the plots 
of accuracy and confidence ratings as a function of amount of text revealed 

(Wolf et al. 2006)
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Articles as feature vectors
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Recommending news feeds
• A few examples of articles that we’d like to read (+1)

• Potentially a large number of unwanted articles (-1)
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Recommending news feeds
• Why is the problem challenging?

- lots of possible words
- only a small subset appears in any particular article
- most frequent words are not content words 
- meaningful classes of articles are typically tied to words that 

occur relatively infrequently
- any two articles in the same meaningful class may have only a 

few content words in common
�

⇧⇧⇧⇧⇧⇧⇤

0
1
0
0
1
· · ·

⇥

⌃⌃⌃⌃⌃⌃⌅

politics
Justice
government
president
House
· · ·

=
✓

�(x)

✓ · �+ b = 0
Wednesday, May 16, 12



Some tricks
• We can transform the counts in the feature vectors so 

as to emphasize more “relevant” words 

• TFIDF weighting

�w(x) =

TF⇧ �⌥ ⌃�
freq. of word
w in doc. x

⇥
·

IDF⇧ �⌥ ⌃

log
⇤
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• We can easily obtain (too) complex regression functions 
by considering different feature mappings

Linear regression, complexity
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Recommending news feeds
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Recommending news feeds
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Today’s topics
• Preface: regression for recommendation problems

• Collaborative filtering
- setup, regression formulation
- matrix factorization
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Collaborative filtering
• Consider the problem of predicting how n users rate m 

movies 

• Known ratings (training
data) are arranged in a
partially filled nxm data
matrix

• The goal is to predict
the remaining entries

m movies
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Collaborative filtering
• Consider the problem of predicting how n users rate m 

movies 

• Known ratings (training
data) are arranged in a
partially filled nxm data
matrix

• The goal is to predict
the remaining entries

• Basic intuition: similar 
users can complete
each others experience

• Key part of the problem is
to couple the estimation
tasks across users / movies
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Collaborative filtering
• Our goal is to fill the data matrix, i.e., accurately predict 

values for unobserved entries

• Computational issues: 
- a typical matrix is very large,

e.g., n=400K, m=17K

• Statistical issues: 
- the matrix is very sparse,

e.g., 1% known ratings
- ratings may be diverse

and under-sampled (?)

• Formulation issues: 
- many interpretations for

missing entries
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• We could try to solve the problem separately for each 
user using simple linear regression models for ratings

Single user predictions

m movies

user i

known entries 
for user i

rating 
matrix

user i
parameters

feature vector
for movie j

Ji(✓i) =
X

j2Mi

(Yij � ✓i · �j)
2 + �k✓ik2
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• We could try to solve the problem separately for each 
user using simple linear regression models for ratings

• But
- reasonable feature vectors may be hard to obtain
- each user may have only a few ratings 
- no help from similar users

Single user predictions

m movies

user i

known entries 
for user i

rating 
matrix

user i
parameters

feature vector
for movie j

Ji(✓i) =
X
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Matrix factorization
• We can approximate the rating matrix as a product of 

two lower rank matrices

Yij ⇡ [UV T ]ij
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• We can approximate the rating matrix as a product of 
two lower rank matrices

min
U,V

X

ij2D
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F

Matrix factorization

Yij ⇡ [UV T ]ij
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Matrix factorization
• We can approximate the rating matrix as a product of 

two lower rank matrices

Yij ⇡ [UV T ]ij

observed entries

the only complexity
control would be

the rank d
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Matrix factorization
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Matrix factorization
• The matrix factorization approach can be interpreted as 

iteratively solving regression problems for users/movies
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• The matrix factorization approach can be interpreted as 
iteratively solving regression problems for users/movies

Matrix factorization

regression 
problem for each 
user with fixed
movie features

Ji(✓i) =
X
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• The matrix factorization approach can be interpreted as 
iteratively solving regression problems for users/movies

Matrix factorization

regression 
problem for each 
movie with fixed 

user features
Jj(�j) =

X

i:ij2D

(Yij � ✓i · �j)
2 + �k�jk2
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Matrix factorization cont’d
• We can approximate the rating matrix as a product of 

two lower rank matrices

Yij ⇡ [UV T ]ij

min
U,V

X

ij2D

(Yij � [UV T ]ij)T + �kUk2
F + �kV k2

F

observed entries
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CF and the Netflix Price
• Progress using different matrix factorization methods

• (to win the price, one had to combine hundreds of 
different methods)

COVER FE ATURE

COMPUTER 48

M atrix factoriza-
tion techniques 
have become a 
dominant meth-
odology within 

collaborative filtering recom-
menders. Experience with 
datasets such as the Netflix Prize 
data has shown that they deliver 
accuracy superior to classical 
nearest-neighbor techniques. At 
the same time, they offer a com-
pact memory-efficient model 
that systems can learn relatively 
easily. What makes these tech-
niques even more convenient is 
that models can integrate natu-
rally many crucial aspects of the 
data, such as multiple forms of 
feedback, temporal dynamics, 
and confidence levels. 
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the mainstream crowd-pleasers, is The Sound of Music. 
And smack in the middle, appealing to all types, is The 
Wizard of Oz. 

In this plot, some movies neighboring one another typi-
cally would not be put together. For example, Annie Hall 
and Citizen Kane are next to each other. Although they 
are stylistically very different, they have a lot in common 
as highly regarded classic movies by famous directors. 
Indeed, the third dimension in the factorization does end 
up separating these two. 

We tried many different implementations and pa-
rameterizations for factorization. Figure 4 shows how 
different models and numbers of parameters affect the 
RMSE as well as the performance of the factorization’s 
evolving implementations—plain factorization, adding 
biases, enhancing user profile with implicit feedback, and 
two variants adding temporal components. The accuracy 
of each of the factor models improves by increasing the 
number of involved parameters, which is equivalent to 
increasing the factor model’s dimensionality, denoted by 
numbers on the charts. 

The more complex factor models, whose descriptions 
involve more distinct sets of parameters, are more accu-
rate. In fact, the temporal components are particularly 
important to model as there are significant temporal ef-
fects in the data. 
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Figure 4. Matrix factorization models’ accuracy. The plots show the root-mean-square 
error of each of four individual factor models (lower is better). Accuracy improves when 
the factor model’s dimensionality (denoted by numbers on the charts) increases. In 
addition, the more re!ned factor models, whose descriptions involve more distinct  
sets of parameters, are more accurate. For comparison, the Net"ix system achieves 
RMSE = 0.9514 on the same dataset, while the grand prize’s required accuracy is  
RMSE = 0.8563.

(Koren et al., 2009)
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Matrix factorization
• We try to find the best rank d approximation to the 

rating matrix based on the observed entries

- rank d can be used for complexity control along with the 
regularization parameter lambda

- the optimization problem is not jointly convex in U and V. 
However, it is convex in U if we fix V, and vice versa

- an alternating minimization algorithm, i.e., iteratively solving 
user / movie regression problems, may get stuck in a locally 
optimal solution (initialization is important)

- algorithms that sequentially add simple rank-1 components at 
a time are typically better.

minimize
1
2

X

ij2D

(Yij � [UV T ]ij)2 +
�

2
kUk2F +

�

2
kV k2F

where U is n⇥ d and V is m⇥ d
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