
6.034 Final Examination

16 December 2014

Name: Email:

Indicate which sections of the final you will be taking. We will grade only those sections.

 Quiz 1☐  Quiz 2☐  Quiz 3☐  Quiz 4☐

Problem 1 Problem 2

 

Problem 1 Problem 2

 

Problem 1 Problem 2

 

Problem 1 Problem 2

 

Quiz 1 Total Quiz 2 Total Quiz 3 Total Quiz 4 Total

 Bonus SRN☐  SRN 2☐  SRN 3☐  SRN 4☐

Survey

We want to know if our front-loading policy in 6.034 makes sense.

So please indicate:

Number of subjects you are taking with a final, 

not including 6.034

Number of subjects you are taking with a term 

project or paper that requires substantial effort 

at or near the end of the semester

There are 38 pages on this exam, not including blank pages and tear-off sheets. As always, this 
exam is open book, open notes, open almost everything—including a calculator—but no 
computers. 
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Quiz 1, Problem 1: Rule-based systems (50 points)

Part A: General questions (19 points)

A1 (15 points) For each of the following statements, circle the single best answer.

1. True  /  False: During backward chaining, at most one rule can match the current hypothesis.

2. True  /  False: During forward chaining, at most one rule can match per round.

3. True  /  False: During forward chaining, a rule may match in multiple rounds, but each rule 
can fire at most once.

4. True  /  False: In each round of forward chaining, the first rule that matches will fire.

5. True  /  False: In each round of forward chaining, at most one new assertion can be added to 
the list of assertions.

A2 (4 points) In general, which of the following conditions can cause backward chaining to short 
circuit?  That is, which of these will cause the evaluation of subtrees to stop?  (Circle ALL answers 
that apply)

A) A child of an AND subtree returns true.

B) A child of an AND subtree returns false.

C) A child of an OR subtree returns true.

D) A child of an OR subtree returns false

E) The backward chainer cannot find a match for the hypothesis in the list of assertions.

F) The backward chainer cannot find a match for the hypothesis in the antecedent of any rule.
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Part B: Backward chaining (8 points)

Rules: 

R0 IF   (OR ‘(?x) follows Rick’,

         ‘(?x) listens to Rick’),

THEN ‘(?x) is a Morty’

 

R1 IF   (AND ‘(?y) acts as a human shield’,

          ‘(?y) is a Morty’,

          ‘(?y) doesn't know this is true’),

THEN ‘(?y) is the Mortiest Morty’

Assertions: 

A0: Morty follows Rick
A1: Morty listens to Rick
A2: Morty acts as a human shield
A3: Morty doesn't know this is true

B1 (7 points) Suppose you are performing backward chaining with this set of rules and assertions,
starting from the hypothesis “Morty is the Mortiest Morty”.  Numbers indicate the order in which
hypotheses are checked.  Unnumbered nodes have not been explored.  Which of the following 
trees would result at the end of backward chaining?  (Circle the single best answer.)

Morty acts as a
 human shield

Morty is a
Morty

Morty is the Mortiest Morty

Morty doesn't 
know this is true

Morty listens
to Rick

Morty follows
Rick

1

2 3

4

Morty acts as a
 human shield

Morty is a
Morty

Morty is the Mortiest Morty

Morty doesn't 
know this is true

Morty listens
to Rick

Morty follows
Rick

1

2 3 5

4

Morty acts as a
 human shield

Morty is a
Morty

Morty is the Mortiest Morty

Morty doesn't 
know this is true

Morty listens
to Rick

Morty follows
Rick

1

2 3 6

54

Morty acts as a
 human shield

Morty is a
Morty

Morty is the Mortiest Morty

Morty doesn't 
know this is true

Morty listens
to Rick

Morty follows
Rick

1

2 3 5

4
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B2 (1 point) Based on the results of backward chaining, is the hypothesis “Morty is the Mortiest 
Morty” true?  (Circle one)

YES NO CAN'T TELL

Part C: Forward chaining (12 points)

Consider the following rule-based system:

Rules: 

R0 IF   (OR ‘(?x) follows Rick’,

         ‘(?x) listens to Rick’),

THEN ‘(?x) is a Morty’

 

R1 IF   (AND ‘(?y) acts as a human shield’,

          ‘(?y) is a Morty’,

          ‘(?y) doesn't know this is true’),

THEN ‘(?y) is the Mortiest Morty’

Assertions: 

A0: Morty follows Rick
A1: Morty listens to Rick
A2: Morty acts as a human shield
A3: Morty doesn't know this is true

Suppose you are going to perform three rounds of forward chaining using these rules and 
assertions.  (Hint: It may help to actually perform the forward chaining.)

C1 (3 points) In the first round, which rule(s) will match?  (Circle one)

Only R0 Only R1 Both R0 and R1 Neither R0 nor R1

C2 (9 points) Which rule will fire in each round? Circle the single best answer in each case.

Round 1 Only R0 Only R1 Both R0 and R1 Neither R0 nor R1

Round 2 Only R0 Only R1 Both R0 and R1 Neither R0 nor R1

Round 3 Only R0 Only R1 Both R0 and R1 Neither R0 nor R1
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Part D: More Forward Chaining (11 points)
These are independent questions about unrelated rule-based systems.  Assume there are no 
DELETE statements in any system.

D1 (3 points) Suppose a rule matches in the first round of forward chaining and does not contain 

any “NOT”s in its antecedent.  Is this rule guaranteed to match in every subsequent round?  
(Circle one)

YES NO

D2 (3 points) Suppose a rule matches in the first round of forward chaining and contains a “NOT”

in its antecedent.  Is this rule guaranteed to match in every subsequent round?  (Circle one)

YES NO

D3 (5 points) Consider the following rule and possible sets of assertions. If you were to perform 
forward chaining, which of the sets would cause the statement ‘Rick says “This is 
Rickdiculous!”' to be added to the list of assertions? Circle all that apply.

R0 IF   AND(‘(?x) is lost’,

         NOT ‘(?x) is going to find Morty’)

THEN ‘(?x) says “This is Rickdiculous!”’

Set 1: A0: Rick is lost

Set 2: A0: Rick is lost
A1: Rick is not going to find Morty

Set 3: A0: Rick is going to find Morty
A1: Rick is lost

Set 4: A0: Rick is lost
A1: Rick says “This is Rickdiculous!”

Set 5: A0: Rick says “This is Rickdiculous!”
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Quiz 1, Problem 2: Search and Games (50 points)

Part A: Search Questions (27 points)

Here's a list of search algorithms and questions. Each question is worth 3 points. For each 

question, list ALL of the search algorithms (A,B,C,D,E,F,G,H) that apply. If none of the
search algorithms apply, write NONE instead. Some algorithms may be used more than once, and 
some may not be used at all.

A 
A* search

B 
Branch and bound 

(no heuristic, no extended
set)

C 
Depth-first search

(with backtracking)

D 
Branch and bound 

with a heuristic 

(no extended set)

E 
Branch and bound 

with an extended set 
(no heuristic)

F 
Breadth-first search

G 
Best-first search

H
Hill-climbing

(with backtracking)

① Which of these algorithms add children to the front of the agenda like a stack (without sorting
the agenda)? 

② Which of these algorithms add children to the back of the agenda like a queue (without 
sorting the agenda)?

③ Which of these algorithms will need to know the weights of the edges in the graph?
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④ Which of these algorithms will need a heuristic estimate of remaining distance to the goal?

⑤ Which of these algorithms will always find the shortest path to the goal? (If an algorithm uses 
a heuristic, do not assume that the heuristic is admissible or consistent.)

⑥ Which of these algorithms can use a consistent heuristic to always find the shortest path to 
the goal (if one exists)? Think carefully.

⑦ Which of these algorithms have a built-in limit on the size of the agenda?

⑧ Which of these algorithms use some kind of cost function to determine which path to extend 
next?

⑨ Which of these algorithms may continue searching even after finding a path to the goal?
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Part B (14 points)
In this problem, you will evaluate how alpha-beta pruning performs in the best case and in the 
worst case.

B1 (7 points) Suppose you perform alpha-beta pruning on the above game tree. List all of the 
leaf nodes you would have to statically evaluate in the best case, i.e. if the static values in the 
tree cause alpha-beta to prune the greatest possible number of nodes.

B2 (7 points) Suppose you perform alpha-beta pruning on the above game tree. List all of the 
leaf nodes you would have to statically evaluate in the worst case, i.e. if the static values in the 
tree cause alpha-beta to prune the least possible number of nodes.
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Part C (9 points)
While performing alpha-beta pruning with progressive
deepening, you generate this game tree that looks two
moves ahead.

In the next round of progressive deepening, you will 
look three moves ahead. 

C1 (5 points) How should you reorder this tree to maximize the possibility of pruning in the next 
round if MAX will make the first move?

A

2

B

0
C

1

D

4

MAX

MIN

List the leaf nodes (A, B, C, D) in left-to-right order as they appear in the rearranged tree.

C2 (4 points) How should you reorder this tree to maximize the possibility of pruning in the next 
round if MIN will make the first move?

A

2

B

0
C

1

D

4

MIN

MAX

List the leaf nodes (A, B, C, D) in left-to-right order as they appear in the rearranged tree.
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Quiz 2, Problem 1: Constraint satisfaction problems (50 points)
Here is a constraint satisfaction problem with three variables A, B, C. Their initial domains are 
shown here:

Variable Domain

A 0 1

B 0 1

C 0 1 2

The variables have the following constraints:

1. A and C must be equal.

2. B and C must be equal.

3. Either A must be 1, or B must be 1, or both.
They can't both be zero.

To help you visualize these constraints, we have depicted
them in the constraint graph here.

Note: For your convenience, a copy of this constraint graph
is provided on a tear-off sheet after the last page of the
final.

Part A: Value Assignments (5 points)

Part A1. How many possible assignments of values to variables are there?

Part A2. How many of those possible assignments satisfy all the constraints – that is, how many 
different solutions does this problem have? (You may use your intuition, or figure the answer out 
using the later parts of the problem.)
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YOUR ANSWER:

A B

C
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A or B

0, 1, 2

0, 1

0, 1, 20, 1, 2

0, 1



A

B

C

0 1

1 0 1

1

Part B: First attempt—depth-first search + forward checking (20 points)
IMPORTANT:   Don't reduce domains in advance.

Use depth-first search with forward checking (no propagation) to find a consistent assignment of 
values to variables. Assign variables in the order A, B, C. Break ties by assigning lower values first. 
The search tree has been drawn for you, so all you need to do is fill out the worksheet below. 

Fill out this worksheet. There may be more rows than you need.
1. Every time you assign a variable or remove a variable from the propagation queue, fill out 

a new row in the table. (The same variable might appear in more than one row, especially if
you have to backtrack.)

2. In that row, indicate which variable you assigned or de-queued; write its assigned value if 
it has one (e.g. X=x), otherwise just write its name (X). In the second column, list the values

that were just eliminated from neighboring variables as a result. If no values were just 
eliminated, write NONE instead.

3. If your search has to backtrack after assigning or de-queuing a variable: first, finish listing 
all values eliminated from neighboring variables in the current row. Next, check the 
“backtrack” box in that row. Then, continue with the next assignment in the following row 
as usual.

If you add several variables to your propagation queue at once, break ties by adding variables to 
your propagation queue in alphabetical order.

Var assigned

or de-queued

List all values just ELIMINATED

from neighboring variables

Back

track

1 ☐

2 ☐

3 ☐

4 ☐

5 ☐

6 ☐

7 ☐

8 ☐

Example row showing an assigned variable

ex X = 3 Y ≠ 3, 4    Z ≠ 3 ☐

Example row showing a de-queued (propagated) variable

ex X W ≠ 1, 4 ☐

Part C: Second attempt—propagation through singletons (20 points)
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A

B

C

0 1

1

1

IMPORTANT:   Don't reduce domains in advance.

Now repeat the process, except this time use depth first search with forward checking and 

propagation through domains reduced to size 1 to find a consistent assignment of values to 
variables. Assign variables in the order A, B, C. Break ties by assigning lower values first. The 
search tree has been drawn for you, so all you need to do is fill out the worksheet below. (There 
may be more rows than you need.)

   ★★★Note: If you would add more than one variable to the propagation queue at 
the same time, add them to the queue in alphabetical order.   ★★★

Var assigned

or de-queued

List all values just ELIMINATED

from neighboring variables

Back

track

1 ☐

2 ☐

3 ☐

4 ☐

5 ☐

6 ☐

7 ☐

8 ☐

Example row showing an assigned variable

ex X = 3 Y ≠ 3, 4    Z ≠ 3 ☐

Example row showing a de-queued (propagated) variable

ex X W ≠ 1, 4 ☐
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Part D: Domain Reduction (5 points)

Part D1. Suppose you reduce the domains of the variables before starting search. What would the 
resulting domains of the variables be? (For each variable, circle all values that would still be in the 

variable's domain. If the domain would be empty after domain reduction, circle EMPTY instead.)

 A's domain: 0 1 EMPTY

B's domain: 0 1 EMPTY

C's domain: 0 1 2 EMPTY

Part D2. Is the following statement true or false?

Circle your answer:

True False

(Hint: You may consider this problem, for example.)
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Domain reduction guarantees that you won't have to do any backtracking during search, 
at the cost of performing more computation before search.



Quiz 2, Problem 2: Nearest neighbors & Identification trees (50 points)

Part A: Comparing Apples to Oranges (16 points)
The 6.034 TAs have discovered a mysterious yellowish fruit on the table outside Prof. Winston's 
office.  Before offering the fruit to Prof. Winston as a gift, Elisa points out that they should identify
it using k-nearest neighbors.  Dylan first makes a graph of known fruits, using each fruit's color 
and diameter.  The resulting training data is as follows:

D
ia

m
et

er
 (c

m
)

0

Color wavelength (nm)

10

20

30

550
green

O

B

600
yellow

650
orange

700
red

B

BB

B O

O

A

A

AA

A

B
   

A1 (8 points) Malcom wants to use cross-validation to find the best value of k for k-nearest 
neighbors classification.  For each circled point, classify that point as if it were not part of the 
training data.  In the table below, fill in the classification (A, B, O, or CAN'T TELL) of each circled 
training point for k = 1, 3, and 5.  The first row has been filled in for you.

            (550nm, 25cm)             (575nm, 15cm)             (650nm, 20cm)

k=1 A B A

k=3

k=5

A2 (2 points) Based on your cross-validation in part A1, which is the best value of k?
 

k = 1 k = 3 k = 5
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A B O

Key:
A = Apple
B = Banana
O = Orange



A3 (6 points) Regardless of the results of Malcom's cross-validation, Jessica decides to use k=1 so 
she can draw decision boundaries.  On the zoomed-in section of the graph below, draw the 

decision boundaries found by 1-nearest neighbors.  Consider only the three training points 
pictured.  The exact location of each point is where gridlines intersect.

O

B

B

B O

A

Part B: No More Fruit (16 points)
The other TAs are tired of classifying fruits, so they've moved on to classifying other things.  This 
part consists of a series of independent problems.

B1 (2 points) Pedro has some training data, which he classifies using both k-nearest neighbors 
and identification trees.  He then realizes that some of the features don't contain useful 
information.  Which performed better in terms of ignoring the useless tests?  (Circle one)

Identification Trees k-Nearest Neighbors

B2 (4 points) Siyao is gathering data about ice cream.  Calculate the disorder of the feature test 
“Flavor” in the data below.  Your answer may contain logarithms.  Show your work for partial 
credit.

Classification Flavor

Good Chocolate

Good Chocolate

Good Vanilla

Good Strawberry

Bad Strawberry

 

Disorder (Flavor) = 
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B3 (4 points) Duncan is classifying locations as Safe or Dangerous.  One feature he considers is 
“Has Railing.”  Duncan has forgotten the classification of one of his training points, Location #3.  
Given that “Has Railing” has a disorder of 0.5, what must have been the classification of Location
#3?  (Circle one)

Hint   1: It may be helpful to draw the decision stump for the “Has Railing” feature.

Hint 2: Or it may be helpful to calculate what the disorder of the feature test “Has Railing” would 

be for each classification (Safe or Dangerous) of Location #3.

Location # Classification Has Railing

1 Safe Yes

2 Safe Yes

3 ?? No

4 Dangerous No

SAFE DANGEROUS CAN'T TELL

B4 (6 points) Josh is investigating some claims about identification trees and k-nearest neighbors. 
Circle the one best answer (True or False) for each claim.

1. After a feature test is used in an identification tree, it will always have 
a disorder of 0.

TRUE FALSE

2. When it is impossible to perfectly classify the training data using 
identification trees, you can asymptotically improve the error rate by 
repeatedly testing whether a point has a particular feature.

TRUE FALSE

3. Given the following four training points in two classifications (+ and -),
identification trees and 1-nearest neighbors would both draw these 
boundaries:

0
0            1            2            3            4

1

2

3

4

+
_

+
_

TRUE FALSE
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Part C: Unshredding (18 points)
Your friend Jack, whose thesis project involves
reconstructing shredded documents, has the found
the pieces of what appears to be a 6.034 quiz
solution!  However, there are multiple ways that the
pieces fit together, and Jack doesn't know which
possible solutions are correct.

The original problem was to draw decision boundaries
on the graph at right that perfectly classify the training
data into two classifications (Q and T) using a greedy
disorder-minimizing identification tree.

Jack has pieced together the following possible solutions.  For each one, circle YES or NO to answer
the question “Does this graph depict disorder-minimizing identification tree boundaries?”

Q T

2

3

4

1

2 3 4 51

T

T

QQ

T

TT

    
Q T

2

3

4

1

2 3 4 51

T

T

QQ

T

TT

    

Q T

2

3

4

1

2 3 4 51

T

T

QQ

T

TT

    
Q T

2

3

4

1

2 3 4 51

T

T

QQ

T

TT

    

Q T

2

3

4

1

2 3 4 51

T

T

QQ

T

TT

    
Q T

2

3

4

1

2 3 4 51

T

T

QQ

T

TT
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YES

NO

YES

NO

YES

NO

YES

NO

YES

NO

YES

NO

Q T

2

3

4

1

2 3 4 51

T

T

QQ

T

TT



18























Mycal
Line

Mycal
Line














