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Indicate which sections of the final you will be taking. We will grade only those sections.

O Quiz 1 [0 Quiz 2 [0 Quiz 3 0 Quiz 4

Problem 1 Problem 2 Problem 1 Problem 2 Problem 1 Problem 2 Problem 1 Problem 2

Quiz 1 Total Quiz 2 Total Quiz 3 Total Quiz 4 Total

[JBonus SRN CJSRN 2 [JSRN 3 [JSRN 4

Survey

We want to know if our front-loading policy in 6.034 makes sense.
So please indicate:

Number of subjects you are taking with a final,
not including 6.034
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project or paper that requires substantial effort

at or near the end of the semester

There are 38 pages on this exam, not including blank pages and tear-off sheets. As always, this
exam is open book, open notes, open almost everything—including a calculator—but no
computers.



Quiz 1, Problem 1: Rule-based systems (50 points)

Part A: General questions (19 points)

A1 (15 points) For each of the following statements, circle the single best answer.

1. True / False: During backward chaining, at most one rule can match the current hypothesis.

2. True / False: During forward chaining, at mos} one rule can match per rgund.
g s A R A S DR
nds, but each rule

3. True / False: During forward chaining, a rule may match in multiple rou

can fire at most once. L> o.m&bw\fwm‘nkf'@ﬁm MMwauh,/wum

4. True / False: In each round of forward chaining, the first rule that matches will fire.
5. True / False: In each round of forward chaining, at ost one new assegtion can be added to

the list of assertions. | ~; (_AJUZ.J 2.0 \5 Q\ \DQQLLLTQM

A2 (4 points) In general, which of the following conditions can cause backward chaining to short
circuit? That is, which of these will cause the evaluation of subtrees to stop? (Circle ALL answers
that apply)

A) A child of an AND subtree returns true.—> A;)KSLL N\UL@J\ FD-— '\% stharo- aniie-
B) A child of an AND subtree returns false. —> W\LLE’C L5 jlo&a—&_/

C) Achild of an OR subtree returns true. %M LﬁleMSL
D) A child of an OR subtree returns false—> {\\_Q,Qd = chark /‘J' s OVW

E) The backward chainer cannot find a match for the hypothesis in the list of assertions—~ mﬂ-d"bﬁ'm&

F) The backward chainer cannot find a match for the hypothesis in the antecedent of any rule.
. - ‘o . .
i O vwaoteh g



Part B: Backward chai

Rules:

RO IF

ning (8 points)

(OR “(?x) follows Rick”’,

‘(?x) listens to Rick’),

THEN “(?x) is

R1 IF

a Morty’

‘(?y) is a Morty’,
‘(?y) doesn't know this is true’),
THEN “(?y) is the Mortiest Morty’

Assertions:
AO: Morty follows Rick
Al: Morty listens to Rick

A2: Morty acts as a human shield
A3: Morty doesn't know this is true

(AND “(?y) acts as a human shield’,

B1 (7 points) Suppose you are performing backward chaining with this set of rules and assertions,
starting from the hypothesis “Morty is the Mortiest Morty”. Numbers indicate the order in which
hypotheses are checked. Unnumbered nodes have not been explored. Which of the following
trees would result at the end of backward chaining? (Circle the single best answer.)
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B2 (1 point) Based on the results of backward chaining, is the hypothesis “Morty is the Mortiest
Morty” true? (Circle one)

YES NO CAN'T TELL

Part C: Forward chaining (12 points)
Consider the following rule-based system:

Rules:
RO IF  (OR “(?x) follows Rick’,
‘(?x) listens to Rick’),
THEN “(?x) is a Morty’

R1 IF (AND “(?y) acts as a human shield’,
‘(?y) is a Morty’,
‘(?y) doesn't know this is true’),
THEN ‘(?y) is the Mortiest Morty’

Assertions:

AO: Morty follows Rick

Al: Morty listens to Rick

A2: Morty acts as a human shield
A3: Morty doesn't know this is true

Suppose you are going to perform three rounds of forward chaining using these rules and
assertions. (Hint: It may help to actually perform the forward chaining.)

C1 (3 points) In the first round, which rule(s) will match? (Circle one)

& Only RO Only R1 Both RO and R1 Neither RO nor R1

o\’W\edve‘

C2 (9 points) Which rule will fire in each round? Circle the single best answer in each case.

Round1/ ~ Only RO Only R1 Both F()Qd R1 Neither RO nor R1

Round 2 \gﬁ& Only R1 Both\%d R1 Neither RO nor R1

Round 3 /Onl\b(Q Onlv\ﬁ\ Both RDand R1 Neither RO nor R1

\/” S

onww
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Part D: More Forward Chaining (11 points)
These are independent questions about unrelated rule-based systems. Assume there are no
DELETE statements in any system.

D1 (3 points) Suppose a rule matches in the first round of forward chaining and does not contain
any “NOT”s in its antecedent. Is this rule guaranteed to match in every subsequent round?
(Circle one)

YES NO

D2 (3 points) Suppose a rule matches in the first round of forward chaining and contains a “NOT”
in its antecedent. Is this rule guaranteed to match in every subsequent round? (Circle one)

YES NO

% AD ' MAWMM@D&M*@M\J%MMOTM

D3 (5 points) Consider the following rule and possible sets of assertions. If you were to perform
forward chaining, which of the sets would cause the statement ‘Rick says “This 1is
Rickdiculous!”"' to be added to the list of assertions? Circle all that apply.

RO IF  AND(‘(?x) is lost’,
NOT “(?x) is going to find Morty’)
THEN €(?x) says “This is Rickdiculous!”’

Set1: AO: Rickis lost

Set 2:  AO: Rick is lost
Al: Rick is not going to find Morty

Set 3:  AO: Rick is going to find Morty
Al: Rick is lost

Set4:  AO: Rick is lost
Al: Rick says “This is Rickdiculous!”

Set 5:  AO: Rick says “This is Rickdiculous!”



Quiz 1, Problem 2: Search and Games (50 points)
Part A: Search Questions (27 points)

Here's a list of search algorithms and questions. Each question is worth 3 points. For each

question, list ALL of the search algorithms (A,B,C,D,E,F,G,H) that apply. If none of the

search algorithms apply, write NONE instead. Some algorithms may be used more than once, and
some may not be used at all.

A B C
A* search Branch and bound Depth-first search
(no heuristic, no extended (with backtracking)
set)
D E F
Branch and bound Branch and bound Breadth-first search
with a heuristic with an extended set
(no extended set) (no heuristic)
G H
Best-first search Hill-climbing

(with backtracking)

@ Which of these algorithms add children to the front of the agenda like a stack (without sorting
the agenda)?

@ Which of thesealgorithms add children to the back of the agenda like a queue (without

sorting the agenda)?

=

@ Which of these algorithms will need to know the weights of the edges in the graph?

N



@ Which of these algorithms will need a heuristic estimate of remaining distance to the goal?
PHH

@ Which of these algorithms will always find the shortest path to the goal? (If an algorithm uses
a heuristic, do not assume that the heuristic is admissible or consistent.)

BE

@ Which of these algorithms can use a consistent heuristic to always find the shortest path to
the goal (if one exists)? Think carefully.

@ Which of these algorithms have a built-in limit on the size of the agenda?

/nm L Do Kol Aot )!lwdr o it Lm%
Which of these algorithms use some kind of cost function to determine which path to extend
next? i NN— .

hich of thesaalgori ay contifue Searchingevenafter fiktohipg a p the I? /\

2 Lol WAM BALM}\%{M Btz Mutstson
/\ \ BZB egw >y
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Part B (14 points)
In this problem, you will evaluate how alpha-beta pruning performs in the best case and in the
worst case.

AX
e, O
MR & T AT e (T )
WY @ ®0C @6 @G
(Q&QWMQ MINjp [4)

B1 (7 points) Suppose you perform alpha-beta pruning on the above game tree. List a_II of the
leaf nodes you would have to statically evaluate in the best case, i.e. if the static values in the
tree cause alpha-beta to prune the greatest possible number of nodes.

A BCEF

B2 (7 points) Suppose you perform alpha-beta pruning on the above game tree. List a_II of the
leaf nodes you would have to statically evaluate in the worst case, i.e. if the static values in the
tree cause alpha-beta to prune the least possible number of nodes.

ABCDEFGH




Part C (9 points)

While performing alpha-beta pruning with progressive
deepening, you generate this game tree that looks two
moves ahead.

In the next round of progressive deepening, you will
look three moves ahead.

C1 (5 points) How should you reorder this tree to maximize the possibility of pruning in the next

round if MAX will make the first move? ; ﬁ M\M j/\}m
MAX ‘

Lokt wok
o (O e Y1) U0

,g..\r\m%)— .Q,((P;)\— 11TV
List the leaf nodes (A, B, C, D) in left-to-right order as they appear in the rearranged tree.

COBA

C2 (4 points) How should you reorder this tree to maximize the possibility of pruning in the next
round if MIN will make the first move?

List the leaf nodes (A, B, C, D) in left-to-right order as they appear in Ehe rearranged tree.

£6 DT




Quiz 2, Problem 1: Constraint satisfaction problems (50 points)

Here is a constraint satisfaction problem with three variables A, B, C. Their initial domains are
shown here:

Variable | Domain
A 0 1
B 0 1
C 0 1 2

The variables have the following constraints:
1. Aand C must be equal.
2. Band C must be equal.

3. Either A must be 1, or B must be 1, or both.
They can't both be zero.

To help you visualize these constraints, we have depicted
them in the constraint graph here.

Note: For your convenience, a copy of this constraint graph
is provided on a tear-off sheet after the last page of the
final.

Part A: Value Assignments (5 points) /\/\A/"&

Part Al. How many possible assignments of values to variables are there? Lf 2'3

(W /QM YOUR ANSWER: 12

Part A2. How many of those possible assignments satisfy all the constraints — that is, how many
different solutions does this problem have? (You may use your intuition, or figure the answer out
using the later parts of the problem.)

YOUR ANSWER: /\

10



Part B: First attempt—depth-first search + forward checking (20 points)

IMPORTANT: Don't reduce domains in advance.

Use depth-first search with forward checking (no propagation) to find a consistent assignment of
values to variables. Assign variables in the order A, B, C. Break ties by assigning lower values first.

The search tree has been drawn for you, so all you need to do is fill out the worksheet below.

Fill out this worksheet. There may be more rows than you need.
1. Every time you assign a variable or remove a variable from the propagation queue, fill out
a new row in the table. (The same variable might appear in more than one row, especially if

you have to backtrack.)

2. Inthat row, indicate which variable you assigned or de-queued; write its assigned value if
it has one (e.g. X=x), otherwise just write its name (X). In the second column, list the values

that were just eliminated from neighboring variables as a result. If no values were just

eliminated, write NONE instead.
3. If your search has to backtrack after assigning or de-queuing a variable: first, finish listing

all values eliminated from neighboring variables in the current row. Next, check the

“backtrack” box in that row. Then, continue with the next assignment in the following row

as usual.

If you add several variables to your propagation queue at once, break ties by adding variables to
your propagation queue in alphabetical order.

Search Tree

/\

A 0
B 1

Part C: Second attempt—propagation through singletons (20 points)

1

/\

0

[ Y

Var assigned
or de-queued from neighboring variables

List all values just ELIMINATED Back

track

1| AD | B+0,CH1,2 =
2| o= | (0 <
3] p=l | 02 0
4 B0 | 0« Nl
5 B=| Neove. -
6 = /Y\ o 0
7 O
8 O
. Example row showing an assigned variable
ex X=3 Y#3,4 Z#3 O
Example row showing a de-queued (propagated) variable
ex X W=#1, 4 O

11



IMPORTANT: Don't reduce domains in advance.

Now repeat the process, except this time use depth first search with forward checking and
propagation through domains reduced to size 1 to find a consistent assignment of values to
variables. Assign variables in the order A, B, C. Break ties by assigning lower values first. The
search tree has been drawn for you, so all you need to do is fill out the worksheet below. (There
may be more rows than you need.)

% % % Note: If you would add more than one variable to the propagation queue at
the same time, add them to the queue in alphabetical order. % % %

Search Tree Var assigned  List all values just ELIMINATED Back

or de-queued from neighboring variables track
1| A0 | B#0,Cel2 | O

A ; ] 2 & C£9 red
A=\ C£0 -
4 C B #£0 O
B 1 > 6 (,V\vﬁ’\/\Sl -
6 ® :‘. (]'/\VAN\Q_ -
71 C=\ Mone 0
C 1 8 O
Example row showing an assigned variable

ex X=3 Y#3,4 Z#3 O

Example row showing a de-queued (propagated) variable

ex X W=z1,4 O

12



Part D: Domain Reduction (5 points)

Part D1. Suppose you reduce the domains of the variables before starting search. What would the
resulting domains of the variables be? (For each variable, circle all values that would still be in the
variable's domain. If the domain would be empty after domain reduction, circle EMPTY instead.)

y .
z

A's domain: 0 1 EMPTY
B's domain: 0 1 EMPTY
C'sdomain: 0 1 2 empTy A | (F2
Part D2. Is the following statement true or false? B Jnﬁ%
' C /Vl/trV\L

Domain reduction guarantees that you won't have to do any backtracking during search,
at the cost of performing more computation before search.

Circle your answer:

True False

(Hint: You may consider this problem, for example.)

13



Quiz 2, Problem 2: Nearest neighbors & Identification trees (50 points)

Part A: Comparing Apples to Oranges (16 points)
The 6.034 TAs have discovered a mysterious yellowish fruit on the table outside Prof. Winston's
office. Before offering the fruit to Prof. Winston as a gift, Elisa points out that they should identify
it using k—nearést nei‘\ghboﬂ’s. Dylan firﬁt makes a graph of known fruits, using each fruit's color
and diameter. The resulting training data is as follows:

30

20

Diameter (cm)

10

550
green

600
yellow

650
orange

Color wavelength (nm)

700
red

Key:

A = Apple
B = Banana
O =Orange

A1l (8 points) Malcom wants to use cross-validation to find the best value of k for k-nearest
neighbors classification. For each circled point, classify that point as if it were not part of the
training data. In the table below, fill in the classification (A, B, O, or CAN'T TELL) of each circled
training point for k =1, 3, and 5. The first row has been filled in for you.

/
(

N

A ) (550nm, 25cm)

-
(

\

B ) (575nm, 15cm) | () (650nm, 20cm)

\

B

&

k=1 A B A
k=3 A E O
k=5

Cork 3200

A2 (2 points) Based on your cross-validation in part A1, which is the best value of k?

k=1

k=3

14
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A3 (6 points) Regardless of the results of Malcom's cross-validation, Jessica decides to use k=1 so
she can draw decision boundaries. On the zoomed-in section of the graph below, draw the
decision boundaries found by 1-nearest neighbors. Consider only the three training points
pictured. The exact location of each point is where gridlines intersect.

Part B: No More Fruit (16 points)
The other TAs are tired of classifying fruits, so they've moved on to classifying other things. This
part consists of a series of independent problems.

B1 (2 points) Pedro has some training data, which he classifies using both k-nearest neighbors
and identification trees. He then realizes that some of the features don't contain useful
information. Which performed better in terms of ignoring the useless tests? (Circle one)

Identification Trees k-Nearest Neighbors

B2 (4 points) Siyao is gathering data about ice cream. Calculate the disorder of the feature test
“Flavor” in the data below. Your answer may contain logarithms. Show your work for partial
credit.

Classification QI@

Good Chocolate

Good Chocolate /

Good Vanilla &M
Good Strawberry

Mwl
Bad Strawberry 9.

/ =s%ﬁ % (— Sh\=2
Disorder (Flavor) =

&

—

)=

15



B3 (4 points) Duncan is classifying locations as Safe or Dangerous. One feature he considers is
“Has Railing.” Duncan has forgotten the classification of one of his training points, Location #3.
Given that “Has Railing” has a disorder of 0.5, what must have been the classification of Location
#3? (Circle one)

Hint 1: It may be helpful to draw the decision stump for the “Has Railing” feature.
Hint 2: Or it may be helpful to calculate what the disorder of the feature test “Has Railing” would
be for each classification (Safe or Dangerous) of Location #3.

Location #| Classification | Has Railing r‘ .
1 Safe Yes )

2 Safe Yes \, N)

3 ?? No ” '
c0/BO M

4 2

Dangerous No + 4 o=\
+/
TR
o - —LT—-L“ - =z
SAFE DANGEROUS CAN'T TELL

\_}\|\J X N
(/‘3’"‘“ e, dasbhnn wikhmat wathyTA s vl ot & daosde, u’j /d  buanchen
B4 (6 points) Josh is investigating some claims about identification trees and k-nearest neighbors. P
Circle the one best answer (True or False) for each claim.

1. After a feature test is used in an identification tree, it will always have TRUE FALSE
a disorder of 0.

2. When it is impossible to perfectly classify the training data using TRUE FALSE
identification trees, you can asymptotically improve the error rate by
repeatedly testlng whether a Eomt has a particular feature.

Mmﬁlwww&w*mvpﬂm

3 Given the/following four training points in two classifications (+ and -), TRUE FALSE
identification trees and 1-nearest neighbors would both draw these

boundaries: l D ,.\_X_e__e/‘sg

‘\7/42

AN
|X<J Y42
‘d‘”‘/\ 394 o

4+




Part C: Unshredding (18 points)

Your friend Jack, whose thesis project involves
reconstructing shredded documents, has the found
the pieces of what appears to be a 6.034 quiz
solution! However, there are multiple ways that the
pieces fit together, and Jack doesn't know which
possible solutions are correct.

The original problem was to draw decision boundaries
on the graph at right that perfectly classify the training
data into two classifications (Q and T) using a greedy
disorder-minimizing identification tree.

®
@ @
WAL IRV

® @

1 2 3 4 5

Jack has pieced together the following possible solutions. For each one, circle YES or NO to answer
the question “Does this graph depict disorder-minimizing identification tree boundaries?”

4 4
@ @
V&5 ° ele | @ @ VES
2
X cle|T o NO
> @
2 4 5
4
3 N YES
@ @
2
) vle|e @ NO
& IR %WV\M
2 4 s —ﬂ%
&%mm
%Lm 1
4 & ot oA
3 YES
@ @
2
) Tle|T @ No lx<3
B NG
2 4 5 % o
Y Q8
AN
TT
17 2/ \nor
T Q




X <3 N<«2
PRV N *’ﬁ%&
D=1-b;irl%*%\@= T Q:&r(g D= %(é%‘, 5 ﬂ%—-ﬁ %%\
Diverdsr  p-36) 24 —+—(}2§ =739
WMW% = ok
[ x<3] is M
Tost 2 (offe X <3)
X<z m % \/ / \
AN /\ YA
‘o S T a0
(2

0l Bhare the. pgry dhomels, | Guclk @’WM‘MK

18



Quiz 3, Problem 1: Neural networks (40 points)
Part A: Cutting the Plane (20 points)

Neural nets with different structures are capable of recognizing different
output patterns. Consider the different ways of cutting the plane into four
sections using two intersecting diagonal lines. A shaded section indicates
that all the points in that area are classified as 1, while an unshaded section
indicates that all the points in that area are classified as 0.

Ignoring rotations, there are six shading possibilities, as shown here.

P

A B C E F
nothing one shaded two shaded two shaded  three shaded everything
shaded region neighboring opposite regions shaded

\ regions regions _
O Pc’n - Q P P T O\ Ph Fal & .j—-
For each of the following neural nets, list all of the above shadings (A, B, C, D, E, F) that the neural
net can produce. If a neural net can produce none of these shadings, write NONE instead. Be

careful, in particular for answer choice A. Note that we are asking only if the shadings that can
be produced, not the lines, because it might be possible to produce the shading but not the lines.

List ALL shadings (A, B, C, D, E, F) the neural net
can produce; if none, write NONE instead.

f‘_j_ ,m‘é» x)—nut A_) C.) F

| Neural net

Y
£ haraedty X
_.:L Ing drawn &—out A F
Cq vy Y 2
- I £ afaan

2 Jines drwn X ~ T_:
- out / 4 C, -
Comhing we1h Y AJ {% ) E)

bosil" logrc

&Y hnesdr X N — |
L‘M"f*{“‘r"v%_w: AJ n, C, D/ij —

Umyrg 40',{,\:“_1“u
_lorie S | S .
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Part B: Logic {20 points)

In this problem, you are trying to build neural nets that can
implement certain logic functions. For each logic function, your
neural net must be a single neuron with two inputs. That is, the
output of the net must be:

T

X~ “ﬂ
out

Lif wox +w, -y 2T
0, otherwise

out =

For each row in the table, circle values for w,, w,, and T that implement the desired behavior.

Logic Function

AND(X, Y)

OR({X, Y)

2x+27> 1

NOT(X)

NAND(X, Y)
%,

T

NOR(X, Y)

Graph of behavior
(shaded = output of 1,
unshaded = output of 0)

ve® @
X=0 X=1
&
@ @
% o
A T
\\'.I':f
ve0 © ©-
XsD Xzl
=
v-10. @
@ | @
x20 | xs1

0@ @~
X=20 X=1
A

=10 O

20

—_,— e

Weights and threshold
we -2 0 (2)
wye -2 0 12

T: -3 -1 1(3,
M
Wy 2 0 (2
wy -2 0 2
T: -3 '1 ] 1 3
N
2)0 2
Wy -2 0) 2

Wy

T -3 e\:_]. 1 3
we: (=2) 0 2
wy: -2, 0 2
T::3)1 1 3

wy (-2 0 2
wy: (=2 0 2
T -3 -1 )1 3



Quiz 3, Problem 2: Support Vector Machines (60 points)

Part A: Border beyond the wall (30 points)

The men of the Night's Watch are trying to map the regions beyond the Wall and would like to
mark the border between White Walker and Free Folk territory. White Walkers (+} and Free
Folk {-) are shown on the graph below. John Snow knows nothing, except that he should use an

SVM to draw the border as an SVM boundary line. ) {;./'-M.-Ir’f 0/
e
.-"----
OAver hot X - - decsia
4 + A 'b-‘-D bo_méﬂ'{Y

_ v

50) wi hawe 3 7 # 7]

o pont o 2 *) /

lne 4 &
’BU’[ D 4 N-'ff 1 + . /"/ U

Suppert weeter Y © @ ~ Tre

(s [ emoviny

i wladd =1 = - 8 s L CU“""I"
chonse THe dec:son h-1
buoundaly x , ¢
}\aue & P”‘Nt “pe Y :
s{uerd: on -4 K
-4 -3 =2 -1 0 1 2 3 4
X

Part Al (10 points): On the diagram above,
* Draw the SVM boundary as a solid line
+ Draw the gutters as dotted lines

s Circle the support vectors
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Part A2 {8 points)

Find the values of f{) and b that correspond to the SVM you drew in Part Al.
w=[-05 05] b= -0.5

Show your work for partial credit.

w.= 23 o 1o = L
= A2, =
DocimBondey & vfz xod or 1MW) 1

e Vi
Q))WL.\AQ,\ 4o scala  sun-fhed U)au"t . C"{, 2.)

‘\,\./LI.’(/"\ nales

eualuates to T, orie W pon s to plos sde@
c@&’—ﬂ (L] -2)= 4

or ¢ (-2)= 1) 0 c> -0 5

—_—

So, ="

; Y

Dec“"“‘“gcu“&mﬁf ) d@_ﬁ(r.‘oﬂsi a3 Lollowss .

A - $--0.502-2]

=[-0.6 0.5]
b=-0.8
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_2 WAy s,
CH,W? 'r“(_; J?CIra"-’

Circle the classification the SVM would assign to a new point {x, y) = (4, 4. de cisin baad~ o &7

st5a (0,5 053] § ]-05)

U\ - = Siga (-05)
White Walker (+) Free Folk (-) | Can't be determined _
Yy, =

Circle the classification the SVM would assign to a new point (x, y) given: w - (X, \/) =1 B
S0, S5'gn (VRS S +b )

Part A3 {6 points)

SR e e j;;?;i):
Vi 1 '
[ White Walker (+) 5 Free Folk (-) Can’t be determined - 4
il
Part A4 (6 points)

For each training point, indicate whether its alpha value is POSITIVE, NEGATIVE, or ZERQ. Circle
the best answer in each case.

N
An POSITIVE NEGATIVE ZERO
o POSITIVE NEGATIVE ZERO )
Ol POSITIVE ) NEGATIVE ZERO

o POSITIVE NEGATIVE ZERO )

Ol POSITIVE NEGATIVE ZERO™

Ol “POSITIVE ) NEGATIVE ZERO
Qe POSITIVE NEGATIVE ZERO ) )

Al B) D} EJ G'C(“e_ ﬂO’( S-U/)P(//"fuf?_c’fof_g
0 Their cis e O,

C.,F Ce. gu}gr)af‘f \/edfo/?) SO vl have
dlex o' we posThive



Part B: A Lannister always separates their data (30 points)

Tyrion is trying to figure out if the ather characters are honest {+} or sneaky (-}. He is having

trouble because the data he has is not linearly separable. A graph of Tyrion's data is shown
below.

Part B1 (5 points)

Consider each of the strategies below. Circle ALL of the strategies that will enable Tyrion to
perfectly classify this entire training dataset using a support vector machine:

1. Reduce tolerance by minimizing, rather than maximizing, the margin width.
2. Reduce training error by eliminating a redundant feature.
E 3, Separate the space by introducing a third feature, Z.
it

l\i._/ Separate the space by introducing a nonlinear kernel.

5. Perform cross-validation to identify outliers.
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Part B2 {5 points) Instead, Tyrion decides to use kernels and transforms to separate his data.
Which kernels can perfectly separate Tyrion's data? (Circle all that apply)

— ——

Linear ( Polynomial (Quadratic) | | Radial Basis
S _'__'___—--'_"-'? 5
T ——
Part B3 (10 points) Tyrion considers using the following transform:
o((x, v} =(Ix-1],y)
Will this transform make the data linearly separable? (Circle one)

Note: For your convenience, this blank plot is provided to optionally show your work.
e Lecad
detary 3
fpe )

2
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Part B4 (10 points)

In the end, Tyrion decides to use a polar transform, {¢@((x, y}) = (r, 0)) resulting in the following
transformed space: o deg.cin hondm

2n

{

/4 + }

3an/2

; Z
Sn/4 | i (omveEr

C . .
(age) T . + ‘Pwh’( ’]‘hdd

0 % 1 1% 2 2% 3

R/

) J’f’{' as
On the diagram above, sketch the SVM boundary as a solid line.

Sketch the boundary as it would appear on the original, untransformed space on the diagram
below.

— 3 i
N- 1.5
;-7 2 A
— et -+
(_‘lﬂ/\e J" 1 __:{
Adn> =+ i -° !.
1.5 o1 /
e 8 g -1 \'\_ o v/
(0,0) i - i
U/\ i =2 .!.
-3
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Quiz 4, Problem 1: Adaboost (50 points)

Part A: Venture Capitalism (38 points)

Congratulations—you've just won $10,000 in this month’s lottery! You've heard that investing in
startups is a good idea but aren't sure how to predict which startups will be successful. You
decide to use Adaboost to classify upcoming startups as successful or not, so that you can make
lots of money and stay on the cutting edge of new technology.

To begin, you look at six recent startups, noting some of their characteristics and whether they've

become successful: 3‘* we s
S )
?Startup' N Sitchsal [Tusiness # of Team : Reached Founder
o S, Weinbels [T S VO
1 FaceStalk VY;— | Yes 5 Yes No
2 CouchSurfer  Yes No 6 No Yes
3 Freeloader No Yes 4 No Yes
4 MyFace No No 1 No No
5 Googoo Yes | No 3 No Yes
6 NapApp No | Yes 5 No Yes

A1 (6 points) You've come up with several feature tests to help you predict whether a startup will
succeed. For each of the tests in the table below, circle all the training points that the test

misclassifies.

Test : Misclassified Training Points
(if True, startup is Successful) (Circle all that apply)

Hires Business Majors = Yes 1 @ @ 4 @ @
# of Team Members > 3.5 . @ 4 @ @

# of Team Members > 4.5 1 2 3 4 @@

| SN NES— S—

|
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A2 (4 points) You've decided to use a different set of feature tests as weak classifiers to perform
Adaboost. The classifiers and the errors they make are listed here.

<t 1D * [\ % ap ek
e, startup i pote. that his s
A Reached Knckstarter Goal Yes 2 5 bt we
/ X t‘u.e} .(i\ -F .
B # of Team Members < 3.5 4 5§ afe_i&s‘a 15 b:.Le
C Founder from MIT = Yes 1 3 6 o —t&SJ,
D Founder from MIT = No 2 4 5 o y
—closest to0 O no g—u_r»(LU"’ from "z
If you run Adaboost choosing k ifier wi we r rate in each round and

breaking ties randomly, which tests from the table above would you never choose? (Circle all.

answers that apply)
A B c @

NONE OF THESE

(space to show work for Adaboost, part A3)

Eﬂ"@f‘s 1fl‘or'\ D‘- 2— L’b C’(a’ofsﬁf D aJe_ O SV03€I§&+
’7 Erors  feme A: ?_/ 6 O'P &rols 'Cf‘csm A

|

w\‘& LWG_ {ookecﬁ@ ‘3 I'QS'*CIAA (,‘L A cmco f‘e&med' ‘he

SOl COUCMAGH
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A3 (24 points) Perform two rounds of boosting using only the four weak classifiers (A, B, C, D)

from part A2. In each round, choose the weak classifier with the lowest error rate. In case of a
tie, choose the weak classifier that comes first alphabetically.
| sprm *0 '/Z-
o Round 1 | Round 2 /
weight, [ 1/6 Vs
weight, !| Ve ‘/q
WEIghtg ; rr‘:-“; kl}?‘f_ \ :‘ ‘/8 & Sumto }/Z
weight, ‘}; 1 e s
wATerm
weights ! P74 {/q
weights 7 ‘%
\
Errorrateof A Y, Vo = 4 LS Wk -'i_ e z,5
Errorrateof B /4, * % = %4 4,5 Vg + Vi = ;% 4,5
Errorrate of C %+ 4+ - *% \,3,6 ‘/B- g k=% L3, 6
Error rate of D| %e* g+l = /% 24,5 ', + LT S/@ 1,45
weak classifier (h) A (break AB +ie.) 5 (L renk BC fio)
weak classifier % 3 ¥
error rate (g)| /6 5
: s o g Yola /S
voting power (a). Z,I ( 2_) 5 ('i)

A4 (4 points) Here are the characteristics of a new startup called Glassr:

Name | Reached Kickstarter Goal #Team Members | Founder from MIT

Glassr No 3 Yes

According to the classifier you obtained from two rounds of boosting, should you invest in this
startup? (That is, is it classified as Successful by your ensemble classifier?) (Circle one)

g %[q@{ rached kikswete |« Lin(@)|# s merbas <35 |
1 3
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Part B: Perfect Classifier (12 points)
Suppose you have six training points (P, Py, Ps, P4, Ps, Pe) and four weak classifiers (hy, hy, hs, h),
which make the following errors:

Classifier | Misclassified training points
e P, P, P, P,
h, P, Ps .
h p A_{_SLJO\H"’ e,r{f)r;
3 3 2
h4 P4 PG S

B1 (5 points) Ben claims that by combining three of the weak classifiers above, he can construct
an ensemble classifier H(x) that will correctly classify all the training data. If Ben is correct, list the

three weak classifiers and assign them integer voting powers (o) to make a perfect ensemble
classifier. If Ben is wrong, circle “CAN'T BE DONE” instead.

Weak classifier | Voting power
™ o= |
by a= |
h,, = 1

CAN'T BE DONE

B2 (4 points) Alyssa claims that by combining two of the weak classifiers above, she can construct
an ensemble classifier H(x) that will correctly classify all the training data. If Alyssa is correct, list

the two weak classifiers and assign them integer voting powers (o) to make a perfect ensemble
classifier. If Alyssa is wrong, circle “CAN'T BE DONE” instead.

Weak classifier

Voting power

o=

Number of rounds: | 5

YEC'.(J at ]&5“ >

5

fwo +ests

&isqc\)rezj Conot bresk @

CAN'T BE DONE

B3 (3 points) What is the minimum number of rounds of boosting to produce a perfect ensemble
classifier? If boosting will loop forever or terminate without producing a perfect classifier, circle
CAN'T BE DONE instead.

CAN'T BE DONE



Quiz 4, Problem 2: Bayesian inference (50 points)

Part A: Senioritis relapse (30 points)

Senioritis is a rare and treatable condition in general—however, here at MIT, it is positively
epidemic, affecting 50% of the population. Experts have developed a cheap test for senioritis—
the HACK scan—which is 80% sensitive and 60% specific. (This means that 80 out of 100 people
with senioritis correctly test positive, and 60 out of every 100 people without senioritis correctly
test negative. The HACK scan always reports either “positive” or “negative”.)

Assume you are a typical member of the MIT population. For notation, we can let D be the
variable “You have senioritis” and let T be the variable “You test positive for senioritis”. Then the
information above is:

P(D) 1outof2 r

P(T | D) 80outof 100 notd  show wp Llatly onliae

P

P(T | D) 60outof100

Part Al (10 points) What is the probability of obtaining a negative test result, regardless of
whether you have senioritis?

The marginal probability of a negative test result is approximately (circle one):

0% 5% 10% 15% 20% 25% 30% 35% 45% 50%

For credit, you must show your work. Write down the equations you intend to solve,
if any, and indicate what values you're plugging in. You probably won't need a
calculator, because you only need an approximate final answer.

\Afoc«*' +i1€— r'\cu'a&rnc\_( P(:T:)
P(F)= P(T|p)-PD) * P(TIDIP(D)

-((- 3@ Loy g0, L

o 100 & 100 A
10 . 20

- |00 100

= UD%
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Part A2 (10 points) Suppose your HACK scan returns a negative result. In this case, the
probability that you indeed don't have senioritis is most nearly (circle one):

50% 55% 60% 65% 70% 80% 85% 90% 95%  100%

For credit, you must show your work. Write down the equations you intend to solve,
if any, and indicate what values you're plugging in. You probably won't need a

calculator, because you only need an approximate final answer.
wont  P(B| T) = PTG
P(T)

9 |
— (oo "—Z
4o P
0 TTree AI_
= ‘3/14

= F5%

Part A3 (10 points) Out of a random sample of 100 MIT students, about how many of them
are expected to be false negatives—that is, how many of them will both have senioritis and also
test negative?

0 20 30 40 50 60 70 80 9 100

For credit, you must show your work. Write down the equations you intend to solve,
if any, and indicate what values you're plugging in. You probably won't need a
calculator, since you only need an approximate final answer.

Want P(DT)= P(TID)P(D)

i 3;0 |
e Ukt T e
- 10

\00
= v/

1‘”%1@1/ P(D,T)=P(D|T T)P(T)
:(l—.%)-.ur
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Part B: This again, but different (16 points)

In the figure below, there are two Bayes nets and some independence statements. For each of
the statements below and each Bayes net, circle TRUE if the statement is true for the net, and
FALSE if the statement is false for the net.

Note: Assume that the only independence statements that are true are the ones enforced by the
shape of the network.
| |

©o 00
GRONENGEC

A is independent of C. | TRUE (FALSE) TRUE CFALSE) \

- , 1 .

!Sil:vsn C, Ais independent TRUE ﬁ_@ | TRUE Q%_I\_L_S,E./ |
3 : TN | P ]
P(B|DAC) = P(B|AC) TRUE (FALSE) (RUE) FALSE

ST} 1)1 o - —

!Assuming all of the variables are boolean, how many parameters does each Bayes net have?
(The number of parameters is the total number of entries in all probability tables.) \

e}

[ = 9 ¥ ‘ T e
i # of parameters | 1+1+ %+ Y ={10l 1«14 ’@

NS A B D
Part C: What are the parameters in a binary net? (4 points)
Suppose you have training data, each with one feature X, and a classification Y. Both X and Y are
boolean variables, meaning they can be either true or false. Consider the Naive Bayes classifier for
this problem—which of the following probabilities are the parameters of the Naive Bayes model?
(Circle ALL answers that apply, or circle “NONE OF THESE” instead.)

Hint: It may help to draw the Bayes net that corresponds to the Naive Bayes classifier for this
problem.

; J NONE OF THESE
J)(.\ :
- r‘} \L, v 1)
)1 PY

nef ) ) AP

an Plvix & 33P / P(\HX};P P(X)

¥ g 11 . J ; f
: ‘1\ g D W S S ’f! / .\‘\

o PXIV) P(YY \



SRN, Quiz 2, Constraint propagation

In this question, you get 2 points for the first correct answer and 1 point for each additional correct
answer.

You have attended Winston's lecture on line-drawing analysis and dutifully recorded the table of legal
junction arrangements for three-faced vertexes:

NZEN N
YYTYYY
AV TV VA v

Remember: junctions may be rotated however you like, but not mirrored.

Through a window you see the following fragment. T junctions provide no constraint.
TR T

Note ! No solutions (9(;
A D SRN multiple choice. |

(3)__

N



Part A

You are to perform pure constraint propagation. That is, you pile up all possible junction labels on each
junction and then eliminate those junction labels that are not compatible with at least one junction label
at each nelghbor.(ﬂ”j is like "Aomain reduction before seacch' Luith no me“j“""D“')

Of the 3 arrow labels in the junction library, how many are left at A after constraint propagation?

2 All work: *\{2 '\12 \I;

Of the 6 L labels in the junction library, how many are left at B after constraint propagation?

B o T"\ESE bd@rk'- Thgse A—OY\ '+ Work .

AR Y RS

Of the 5 fork labels, how many are left at C in the drawing after constraint propagation? (&’A.‘fi‘.;Lj,’)
T hese work: These don ' * work:

: ‘ ; J an l+ b £ 1
3 ‘ » +. A- b@éam!e, A C !
o o —_— &

- b € Canse D can't be 7
Part B /L\ '/K\ \l/7

After performing pure constraint propagation, you decide to perform a search for consistent ways to
label the drawing with just one label on each junction. How many such ways are there?

— — FOM" consistent solutions:
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